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Biosynthetic and Pharmacokinetic Approaches to Improve Steroid Therapeutics 
Abstract 
Steroid hormone analogs are clinically important, but their use is limited by severe side effects. In my dissertation, I present two approaches to improve steroid drugs. The first approach, discussed in Chapter 2, aims to biosynthesize novel steroids. Steroid derivatives are difficult to make via traditional organic synthesis, but many enzymes regio- and stereo-selectively process a wide variety of steroid substrates. I expressed seventeen of these enzymes in mammalian cells, from which I selected the human cytochrome P450 CYP7B1 for use as a biocatalyst. HEK293 cells stably expressing CYP7B1 processed two non-native substrates into three novel products. 
The cells 7α- and 7β-hydroxylated 17α-hydroxypregnenolone, and 11α-hydroxylated 16α- hydroxyprogesterone. Two of these reactions were unanticipated, as CYP7B1 was thought to exclusively 7α-hydroxylate steroids. I explored how these products could have arisen in Chapter 
3 using a Rosetta docking model. The model suggested that these substrates’ D-ring hydroxyl groups prevents them from binding to CYP7B1 as neatly as the native substrate pregnenolone. 
This allows the non-native substrates to tilt, bringing different carbon atoms close to the active ferryl oxygen atom. In Chapter 4, I take a second approach to improving steroid drugs by considering whether a fusion protein could carry steroids to desired cells. I developed a multi- scale pharmacokinetics model to determine which features a glucocorticoid-binding antibody fusion protein requires to deliver steroid exclusively to leukocytes. The antibody’s target antigen must endocytose quickly upon protein binding, but endosomal release of steroid or antibody is not helpful. The model also showed that the fusion protein could direct endogenous cortisol to leukocytes, achieving immunosuppression without any synthetic glucocorticoid. 
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1 Introduction 
1.1 The Importance of Steroid Drugs 
Synthetic steroid drugs are critical in modern healthcare due to endogenous steroids’ roles in the human body. Steroids are defined by their four-ringed structure, conventionally lettered A through D, and can be found in almost all eukaryotes. Cholesterol is the most common steroid in humans; it has 27 carbons, typically numbered as shown (Fig. 1.1). All animal cell membranes are 15-50% cholesterol, depending on the membrane location and cell type.1,2 When this molecule’s long fatty tail is oxidized or removed, the resulting amphiphilic steroid can diffuse through cell membranes. Hence, many animals use cholesterol-derived hormones to coordinate multi-tissue responses. Insects produce 20-hydroxyecdysone to regulate molting, while nematodes use dafachronic acid to regulate dauer formation.3,4 Steroid hormones regulate sexual development, electrolyte balance, and long-term stress in most vertebrates, including humans.5,6 Because of the many functions of endogenous steroid hormones, synthetic steroid drugs have diverse applications, from diuretics to Figure 1.1. Conventionally-numbered structure of cholesterol. Red letters indicate rings A-D. anti-inflammatories to contraceptives. Of 
1 the 433 drugs on the WHO Essential Medicine List, 19 are steroids.7 These drugs are incredibly potent, as they are active at concentrations below 10 nM.8 
Glucocorticoids, also known as corticosteroids, are especially important as immunosuppressants. Around 1.2% of adults in the U.S. and 0.9 % of adults in the U.K. take oral glucocorticoids.9,10 Most of these are long-term prescriptions to treat chronic conditions such as asthma (21% of total prescriptions), polymyalgia rheumatica / giant-cell arteritis (14%), chronic obstructive pulmonary disease (10%), and rheumatoid arthritis (6%).10 Glucocorticoids are also used to treat lymphoid-cell-derived cancers, such non-Hodgkin’s lymphoma, chronic lymphocytic leukemia, acute lymphoblastic leukemia, and multiple myeloma.11 The mean duration of use in the U.S. is 4 years and 5 months, long enough for many severe side effects to manifest.9 Osteoporosis and bone fractures are the most common, experienced by 21-30% of patients. Other common adverse events, affecting between 1% and 5% of glucocorticoid users, include cardiac conditions, cataracts, and gastrointestinal distress.12 In addition, people on long- term glucocorticoid therapy are more than four times as likely to develop type 2 diabetes and hyperglycemia compared to controls.12 Anti-inflammatory steroids with improved side effect profiles could therefore benefit millions of people worldwide. 
1.2 Structural Features and Biological Activities of Endogenous and Synthetic Steroids 
Humans produce five groups of tailless steroid hormones, usually categorized by the structural features that drive their binding to cognate receptors. Synthetic steroid drugs preserve these critical functional groups, while adding other useful features at positions tolerated by the 
2 receptor. Progestins, exemplified by the A endogenous progesterone, are structurally the simplest of these hormones. They have twenty- one carbons, with ketones at C-3 and C-20, as well as a C-4-5 double bond (Fig. 1.2A).13 
Progestins bind the progesterone receptor (PR), B which primarily maintains pregnancy by coordinating endometrial tissue changes.13 More recently, progestins have been found in the brain C and spinal cord, where they play a role in neuroprotection.14 As with all steroid hormones, functional group and ring structure stereochemistries are critical to receptor binding. 
As an example, 14-iso,17-isoprogesterone does not have gestational activity; PR binding evidently requires C-20 to be above the ring plane Figure 1.2. A) Progesterone, an endogenous human progestin. B) rather than below.15 When a steroid is drawn in Gestodene, a synthetic progestin. C) Mifepristone, a synthetic antiprogestin. the conventional orientation, functional groups Differences between native progestins and analogues are in blue. pointing away from the viewer are called α 
 substituents, while groups pointing towards the viewer are β substituents. For example, one would describe the C-20 functional group of progesterone as having a β orientation. Synthetic drugs which activate PR are also called progestins, and PR antagonists are called antiprogestins. 
This naming pattern holds for all steroid receptor agonists and antagonists. Synthetic progestins, 
3 such as gestodene, are used as oral contraceptives. C-19 removal improves PR binding, and the 
D-ring modifications increase PR specificity over the other steroid receptors (Fig. 1.2B). 
Antiprogestins, such as mifepristone, can terminate early pregnancy by disrupting the uterine decidua (Fig. 1.2C).16 A Androgens and estrogens govern sexual development in mammals. 
Dihydrotestosterone (DHT) is the most potent endogenous androgen in humans, B though testosterone also binds to the androgen receptor (AR). Steroidal androgens generally have a β-hydroxyl at C-17, a ketone at C-3, and lack C-20 and C C-21 (Fig. 1.3A). The removal of the C-3-4 double bond from testosterone to generate 
DHT improves AR binding.17 Early in fetal Figure 1.3. A) Dihydrotestosterone, an development, AR activated by testosterone endogenous human androgen. B) 7α-methyl-19- nortestosterone, a synthetic androgen. C) governs the differentiation of Wolffian Bicalutamide, a synthetic non-steroidal ducts into the epididymis, vas deferens, antiandrogen. Differences between native androgens and the analogue are in blue. and seminal vesicles. During male puberty, an increase in DHT drives secondary sexual characteristic development. Androgens also trigger erythropoetin synthesis, which increases red blood cell volume.5,18 AR-activating anabolic androgens dominate the public image of steroids due to athletic doping, but have medical use in treating muscle wasting diseases and anemia. The differences between 7α-methyl-19-
4 nortestosterone and testosterone prevent the former from converting to DHT or estrogens, decreasing its effect on prostate and breast tissue (Fig. 1.3B).19 Antiandrogens are used in prostate cancer treatment, as AR activation typically drives cell proliferation. These antagonists, such as bicalutamide, are often non-steroidal (Fig 1.3C).19 
Human estrogens are A synthesized from androgens through the aromatization of the A-ring and removal of the C-19 carbon. The C-3 and C-17 hydroxyls and the flattened B A ring are essential for 17β-estradiol binding to the two estrogen receptors 
α and β (ERα/ERβ) (Fig. 1.4A).20 ERα is responsible for breast and uterine tissue proliferation, but both ERs are Figure 1.4. A) 17β-estradiol, an endogenous human required for normal ovulation. ERs estrogen. B) Raloxifene, a synthetic estrogen receptor modulator. also play a role in prostate, lung, and brain morphogenesis.21 Finally, ER activation is implicated in bone maintenance, as ER mutations often result in osteoporosis.22 It should be noted that all human gonads and adrenal cortices make both androgens and estrogens, though males and females typically have differing ratios.5 The most famous ER-modulating drugs act as activators in one cell type and repressors in another; the mechanisms behind this will be discussed shortly.23 Raloxifene, used in treating breast cancer due to its anti-proliferative effects, inhibits ER in breast tissue while activating ER 
5 in bone (Fig. 1.4B).24 The latter effect renders raloxifene helpful in preventing osteoporosis in postmenopausal women.24 
Glucocorticoids are a class of 21-carbon steroids that alter human stress response through glucocorticoid receptor (GR) binding. Cortisol, the main endogenous GR activator, has 11β, 17α, and 21-hydroxylations in addition to the features of progesterone (Fig. 1.5A). GR activation causes increased blood glucose, decreased bone and muscle maintenance, and decreased inflammatory responses, all which are adaptive under stressful conditions in the short-term. 
Glucocorticoids are also essential to embryonic lung development, and have less-understood 
25 roles in cardiovascular health and fear behaviors. A As mentioned previously, synthetic glucocorticoid agonists are used as immunosuppressants. 
Dexamethasone features a C-1-2 double bond to make the A ring more rigid, preventing an entropy B decrease upon steroid binding (Fig. 1.5B). The double bond also facilitates a hydrogen bond between GR and the C-3 ketone. Dexamethasone’s methylation at C-16 decreases mineralocorticoid Figure 1.5. A) Cortisol, an receptor affinity while increasing hydrophobic endogenous human glucocorticoid. B) Dexamethasone, a synthetic surface area, and its fluorination at C-9 slows glucocorticoid. Differences between native glucocorticoids and the degradation.26 analogue are in blue. 
6 
Endogenous mineralocorticoids are derived A from glucocorticoids, and are best known for regulating blood pressure. Aldosterone, the primary human mineralocorticoid, prominently features a C-
18 ketone. It lacks the 17α-hydroxylation found in cortisol, but retains the 11β- and 21-hydroxylations, B which are essential for its mineralocorticoid receptor 
(MR) binding (Fig. 1.6A). 11-ketones and protruding groups below the D ring, which are found in endogenous glucocorticoids, decrease MR affinity.27 
The MR increases blood pressure when activated, Figure 1.6. A) Aldosterone, an endogenous human mineralocorticoid. primarily by stimulating sodium reabsorption in the B) Spironolactone, a synthetic antimineralocorticoid. Differences kidney. It has effects on vasculature throughout the between native mineralocorticoids and the analogue are in blue. body, encouraging inflammatory and proliferatory states in blood vessel endothelial cells. Hence MR stimulation promotes vasoconstriction, atherosclerosis, and fibrosis.28 Spironolactone, a synthetic MR antagonist, is used as a diuretic to treat hypertension and heart failure (Fig. 1.6B).29 Its inhibitory properties can be traced to its 7α- thioester.27 Despite its widespread use, spironolactone is not particularly selective; it inhibits PR and AR, but to a lesser extent than MR.29 
More recently, the signaling functions of sterols in humans have come to light. Generally, the term ‘sterol’ refers to tailed steroids, and ‘oxysterol’ to sterols with hydroxylations beyond the 3β-hydroxyl of cholesterol. Sterols with hydroxylations at carbons 7, 22, 24, 25, and/or 27 are found in human blood, the most abundant of which is 27-hydroxycholesterol (Fig. 1.7).30,31 
7 
Many of these oxysterols bind liver X receptors α and β (LXRα/LXRβ) and retinoic acid receptor-related orphan receptor α and γ (RORα/RORγ); they activate or antagonize the receptor Figure 1.7. 27-hydroxycholesterol, an abundant depending on the steroid structure human oxysterol. and cellular context. LXRα is primarily expressed in the liver, and initiates liver cholesterol uptake when activated to maintain lipid homeostasis. 30 LXRβ is expressed in many cell types, including epithelial tissues that transport water, leukocytes, and some neurons. It has neuroprotective and immunosuppressive effects when stimulated.32,33 The RORs regulate cholesterol metabolic enzymes, and RORγ A plays an unclear role in T helper 17 cells.30 
LXRβ-selective agonists are in development as immunosuppressive therapeutics, but all are non-steroidal.33 
Bile acids, originally thought to B simply be cholesterol degradation products that aid in digestion, have important signaling roles. The primary human bile acids, cholic acid and chenodeoxycholic acid, are synthetized in the liver, amidated with taurine or glycine, and released into the Figure 1.8. A) Cholic acid, a primary human bile acid. B) Obeticholic acid, a synthetic FXR intestines to solubilize fats (Fig. 1.8A). agonist. Differences between native FXR agonists and the analogue are in blue. 
8 
These molecules have a hydrophobic β face and a hydrophilic α face, allowing them to act as detergents.34 While the vast majority of bile acids remain in the digestive system, some leak into the bloodstream, where they signal through the farnesoid X receptors (FXRα/FXRβ) and TGR5. 
The FXRs govern lipid and glucose homeostasis; activation increases liver steatosis and blood triglyceride levels, and decreases blood glucose. TGR5 activation is immunosuppressive and drives thyroid hormone production, which stimulates energy expenditure.35 The synthetic FXR agonist obeticholic acid was developed to treat primary biliary cholangitis, an autoimmune disease that destroys bile ducts in the liver (Fig. 1.8B). Given the other effects of bile acids, FXR agonists are being tested for treatment of non-alcoholic steatohepatitis, type 2 diabetes, and inflammatory bowel disease.36 
1.3 Steroid Signaling Mechanisms and their Consequences 
Canonically, endogenous and synthetic steroids exert their diverse effects by binding intracellular steroid receptors. Steroid hormones are amphiphilic, and thus can pass through cell membranes to reach their cytosolic receptors. These receptors are members of the nuclear receptor (NR) superfamily, and include the PR, AR, ERα/β, GR, MR, LXRα/β, and FXRα/β.37 
Upon steroid binding, cytosolic receptors are phosphorylated and enter the nucleus to act as transcription factors. They bind DNA sequences called hormone responsive elements, where they recruit coactivator proteins.38 Coactivators bind using the receptor’s NR box motif, which is only revealed upon ligand binding.39 The coactivators, in turn, recruit transcriptional machinery or histone-modifying proteins to upregulate target gene transcription.40 For some NRs, ligand- unbound receptors are also present in the nucleus, where they recruit corepressors to target DNA sequences. The ligand-unbound NR conformation reveals a CoRNR box motif, which the 
9 corepressors bind.39 In addition, steroids can act non-genomically, triggering cellular responses on the timescale of seconds rather than hours. These pathways are not as well-studied; some involve the usual activated steroid receptors interacting with kinases, while in others, steroids bind G protein-coupled receptors or other proteins.41–43 
Different cell types respond differently to the same steroid through differences in coregulators, nuclear receptor phosphorylation, and other transcription factors. As one might expect from the canonical mechanism, the coactivators and corepressors available to steroid receptors in a cell affect the genes the receptor can regulate.40,44 Post-translational modifications to these coregulators can even allow proteins generally thought of as corepressors, such as 
MTA1, to act as coactivators in different contexts.45 Steroid hormone receptors can be phosphorylated independently of ligand binding, altering their intracellular location, chromatin binding, and coactivator recruitment. Thus changes in kinase levels under different conditions or in different cell types can result in different steroid activity profiles.46 For example, GR serine 
134 is phosphorylated by p38 mitogen-activated protein kinase under many cellular stressors, with or without glucocorticoid present. While phosphorylation-deficient mutant GR still translocates to bind chromatin upon glucocortioid activation, the lack of serine 134 phosphorylation dramatically altered its 14-3-3ζ cofactor recruitment and thus its transcriptional activity.47 Finally, nuclear receptors may interact directly with other transcription factors, which vary dramatically between cells. The best-studied of these interactions is that of activated GR, which is generally anti-inflammatory, with the pro-inflammatory transcription factor NF-κB. GR can interfere with NF-κB binding DNA, and can disrupt the NF-κB transactivation domain to prevent NF-κB from recruiting transcriptional complexes.48 
10 
Though steroids diffuse easily through tissue, it is important to recall that endogenous steroid activity can be controlled by the small molecule’s availability. Many steroid hormone receptors can bind non-cognate endogenous steroid ligands, which may agonize or antagonize the receptor’s transcriptional action. Thus cells express enzymes that modify or degrade steroids that would trigger inappropriate receptor behavior.49 Most famously, cortisol binds and activates the MR, and is much more abundant than the primary mineralocorticoid aldosterone. Kidney, heart, colon, and most other cells that express MR also express 11β-hydroxysteroid dehydrogenases, which oxidize the glucocorticoid 11β-hydroxyl to an 11-ketone. This disrupts cortisol MR binding while sparing the desired mineralocorticoid ligands.50 
Because each class of steroid hormones coordinates a wide variety of biological activity, synthetic steroid drugs are plagued with on-target side effects. The mechanisms described above allow for one steroid binding to its cognate receptor to elicit very different responses in different tissues. However, steroid drugs are generally prescribed for only a handful of these responses; the rest become side effects. These can be called ‘on-target side effects’ because they stem from the small molecule drug binding its target protein, in this case a steroid hormone receptor.51 For comparison, the more common ‘off-target side effect’ applies to small molecules that bind more than one protein. An example would be a non-specific kinase inhibitor binding both a desired kinase with positive effect and an undesirable kinase with a deleterious effect. On-target side effects are generally more difficult to combat, as changing the protein-small molecule interaction for greater target specificity cannot alleviate the problem. 
These on-target side effects of steroid drugs limit their use in many applications. As previously mentioned, glucocorticoid-based immunosuppression brings with it increased blood glucose, decreased bone maintenance, and a variety of neurological effects.25,52 Linking these 
11 processes is adaptive under the natural stressful conditions that induce cortisol production. 
However, when synthetic glucocorticoids are used long-term, the immunosuppressive benefits are accompanied by type 2 diabetes and osteoporosis.12 Similarly, endogenous androgens coordinate bone marrow stimulation, muscle gain, voice deepening, and body hair growth to trigger male puberty. Conventional androgen treatments help prevent muscle deterioration in children with Duchenne’s muscular dystrophy, but their use is limited by their virilizing effects.53 These issues, along with an increased risk of cardiovascular disease, prevent androgen use in other forms of wasting and in osteoporosis.19 Progestins’ effects on the uterus endometrium allow their use as female contraceptives and in prevention of endometrial hyperplasia. Nevertheless, progestins also increase breast cancer risk, decrease bone density, and increase blood pressure.54 
1.4 The Promise of New Steroid Molecules 
Steroids are a unique class of compounds in that a small ‘chemical space’ of structures can cover a great deal of ‘biological space’ in the cellular responses they elicit. Firstly, steroid receptors are very sensitive to structural differences in their ligands. There are few structural differences between endogenous steroids, such as cortisol or testosterone, and synthetic steroids with greatly improved properties, such as dexamethasone or 7α-methyl-19-nortestosterone. We can think of steroid hormones like these as being in a small ‘chemical space’ compared to all possible similarly-sized organic molecules; they have the same ring structure and many of the same functional groups. Nevertheless, these similar molecules will trigger very different responses in cells, even compared to the ‘biological space’ of all possible cellular drug responses.55 A challenge in drug development is that while chemical libraries cover a large 
12 
‘chemical space’ of different structures, they may probe a smaller ‘biological space’ of similar cellular responses.56 Thus synthesis of novel steroids brings with it an efficient exploration of 
‘biological space’, and should be of pharmacological interest. 
Thanks to the many processes regulated by steroid hormones, selective steroid receptor modulators (SSRMs) have been pursued for many years. The term SSRM is used for any small molecule that agonizes or antagonizes a steroid-binding nuclear receptor depending on the cell type in which it is found. Though humans have two estrogen, liver X, and farnesoid X genes, molecules that have different action on α versus β receptors are also considered SSRMs. In general, SSRMs that occupy a nuclear receptor’s steroid binding site alter its coregulator recruitment. Upon binding, typical steroid receptor agonists allow the flexible alpha helix 12 
(H12) to rest smoothly over them. This arranges the NR box to allow coactivator recruitment, resulting in the usual regulation of steroid-induced genes. An NR antagonist occupies the steroid binding site but blocks H12 from locking into place, exposing the corepressor-recruiting CoRNR box even in the presence of steroid agonists.57 SSRMs partially distort the H12 position, which alters the exposure of the NR box and CoRNR box motifs. Different coregulators are more or less sensitive to these motif configurations. A cell in which the SSRM is an NR activator has plentiful or robust coactivators that are recruited to the receptor even with the distorted NR box position. Meanwhile, a cell in which the SSRM is an NR inhibitor is dominated by robust corepressors that recognize the partial exposure of the CoRNR box.58 A third type of cell may have no robust regulators at all, which could result in a transcriptional state that is harder to characterize than active versus inactive receptor. One must keep in mind that this general SSRM mechanism does not apply to all of these molecules, which are defined by transcriptional profiles rather than by their biochemical mechanism. 
13 
Due to the importance of ER in breast cancer, more selective estrogen receptor modulators (SERMs) have been developed than for other steroid-binding nuclear receptors. This is partially facilitated by the existence of two ERs, α and β, with different expression in different tissues. The aim of most SERMs is to inhibit ER in breast and endometrial tissue, in order to prevent proliferation of cancers from these organs. However, the drug should spare or increase 
ER activity in bone, as otherwise patients may develop osteoporosis.59 The oldest SERMs are tamoxifen and raloxifene, which are non-steroidal but bind to the same pocket as the native agonist estradiol. Tamoxifen is an ER antagonist in breast tissue and an agonist in bone and endometrium, while raloxifene is an ER antagonist in breast and endometrium, and only an agonist in bone. Both of these drugs activate ERβ, the dominant receptor in bone, upon binding. 
Their different effects are due to their ERα interaction. Tamoxifen activates ERα in endometrium due to its higher level of coactivator SRC-1; breast tissue has too little SRC-1 to enable this activity. Gene induction by raloxifene-bound ER is not affected by SRC-1 abundance, and thus raloxifene inhibits ER in both endometrium and breast.60 Tamoxifen and raloxifene derivatives with improved side effect profiles have been developed, including clomifene, afimoxifine, bazedoxifene, and arzoxifene.24 Fulvestrant is the only steroidal SERM, which acts exclusively as an ER downregulator.61 It is an ERα antagonist, preventing its DNA binding and triggering its degradation via interaction with cytokeratins 8 and 18. However, fulverstrant-bound ERβ does not degrade, which results in a less thorough ER repression in bone.62 
SSRMs for other steroid receptors, most of which are non-steroidal, are in clinical testing. 
They are far less studied than SERMs, and thus the precise mechanisms of their tissue selectivity are unclear. It suffices to say that they must differentially affect one of the many factors discussed above that play into steroid receptor signaling.58 Selective androgen receptor 
14 modulators (SARMs) are of interest in treating wasting conditions, and several are in clinical trials. They aim to activate AR in bone and muscle, but not in heart, prostate or liver tissue to avoid negative cardiovascular and virilizing side effects.63 Examples include andarine and ostarine, which activate AR in all tissues, but much less so in prostate than in muscle.19,64 
Despite a large body of research, less progress has been made in selective glucocorticoid receptor modulators, which could act as immunosuppressants. These seek to activate GR in immune cells without liver or bone GR agonism.65 This lack of progress is partially due to the inefficacy of GR agonists that prevent GR dimerization in the nucleus. These were developed due to the mistaken hypothesis that GR immunosuppression was primarily due to transcriptional repression, and that this repression takes place through monomeric DNA-bound receptor.66 New 
SGRMs that are not dependent on this incorrect paradigm are in development, and include mapracorat, compound A, and ZK-245186.67 Selective FXR and LXR modulators are in more preliminary research stages, but have promising applications in lipid diseases and obesity treatment.36,58 
This lack of successful steroidal SSRMs may stem from the difficulty of synthesizing novel steroids using traditional organic chemistry methods. Given their biological properties, one might expect to find enormous combinatorial libraries of synthetic steroid drug candidates. 
However, this is not the case; the cyclohexane rings of most steroids make modification at many positions difficult.68 Organic chemistry typically relies on functional groups to enable modification at specific carbons, with the groups’ different properties permitting selective reactions. Steroids typically have many electronically similar secondary carbons on their cyclohexane and cyclopentane rings. Developing syntheses capable of discriminating between these sites to alter one C-H bond regio- and stereo-selectively can be done, but it is a nontrivial 
15 task.69,70 Once a steroid is determined to be of interest, it can be synthesized, but it is not worthwhile to undertake these complicated processes for an untested molecule. This is a prime opportunity to use biocatalytic techniques to diversify steroid reactions. 
Despite the potential of biocatalytic processes in steroid synthesis, and the many characterized enzymes available, steroid-modifying enzymes are not used to make novel products. Enzyme expression can used to confirm biosynthetic pathways, as when cortisol was produced using six genes in mammalian cells.71 Other research sought to prove that complex steroids could be synthesized de novo in non-native organisms. Heavily-engineered 
Saccharomyces cerevisiae can self-sufficiently produce hydrocortisone, pregnenolone, and progesterone.72,73 This is remarkable, considering that yeasts have ergosterol in their membranes rather than cholesterol, the typical precursor to these human hormones. Human steroid- processing enzymes are sometimes expressed in yeast to characterize how naturally-occurring mutations affect enzyme activity.74,75 Their purpose is generally not to synthesize interesting steroids, but to probe the enzyme. Certain enzymatic reactions are studied extensively, as they produce especially difficult functional groups required for known bioactive steroids. 11β- hydroxylation is most frequently pursued, as it is required for glucocorticoid receptor binding but cannot be produced synthetically. CYP11B1, the human steroid 11β-hydroxylase, has been expressed in Schizosaccharomyces pombe yeast for this purpose.76 Fungal enzymes capable of 
11-hydroxylation have also been expressed in model organisms, as current industrial methods use unmodified Rhizopus, Aspergillus, Curvularia, and Cunninghamella species as biocatalysts.77,78 Unusual steroids are occasionally characterized as products from microorganisms, but these are not engineered systems.79–82 Unfortunately, many of these enzymes are not pursued further, and thus remain unidentified. 
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1.5 The Promise of Tissue-Targeted Glucocorticoids 
Steroid drug side effects can be limited by applying steroid directly to the desired tissue, as long as the steroid remains exclusively in this tissue. This approach is most commonly taken with anti-inflammatory glucocorticoids. Topical cortisol creams, which are called hydrocortisone creams, can take advantage of the skin’s avascular nature to reduce inflammation. 
Glucocorticoids bind receptors in epidermal and dermal cells, and hence are soaked up before reaching the blood.83 Steroid application to areas with more blood perfusion, such as the lungs or sinuses, can allow the drug to leak out. These tissues can be treated using inhaled steroids with labile functional groups, which quickly degrade into inactive metabolites after leaving the target.84,85 Increased lipophilicity increases drug residence time in the lung, thus decreasing the dose required for effect. Examples of these drugs, from longest to shortest lung retention time, are fluticasone furoate, mometasone furoate, and ciclesonide.86 Unfortunately, these approaches are not appropriate for many cell types where steroid drugs have therapeutic action. Rheumatoid arthritis treatment requires steroids to reach joints, and global immunosuppression requires steroids to remain in the blood to access leukocytes. Thus other methods of targeting glucocorticoids are needed. 
Liposomes and organic covalently-modified nanoparticles have been used to target glucocorticoids.87 Many types of nanomaterials naturally accumulate at sites of inflammation, a phenomenon known as the enhanced permeability and retention (EPR) effect. These particles are too large to leak out of healthy blood vessels, but are smaller than the pores that form in inflamed tissue vasculature.88 Hence the EPR effect can passively target liposomes, micelles, and nanoparticles that slowly release glucocorticoids. Unmodified liposomes can deliver 
17 prednisolone to inflamed rat paws with improved pharmacokinetic properties compared to prednisolone alone.89 Liposomes modified with polyethylene glycol (PEG) have a longer serum half-life because they cannot be removed by the mononuclear phagocyte system; unfortunately, the PEG renders the liposomes immunogenic.90 Liposomes can also be modified with antibodies to bring particles to specific cells. An anti-CD163-functionalized liposome can deliver dexamethasone to macrophages in a Parkinson’s disease model.91 Polymeric nanoparticles can be covalently functionalized with glucocorticoids to deliver them via the EPR effect, with different pharmacokinetics than liposomes. Covalent drug-polymer linkers that cleave under low pH can ensure that the steroid is not released until it is internalized by a cell, extending the drug half-life. 
One such example is the N-(2-hydroxypropyl) methacrylamide (HPMA) dexamethasone- conjugated nanoparticle developed to treat rheumatoid arthritis.92 A similar HPMA- dexamethasone conjugate treated inflammation after joint replacement with decreased side effects compared to free dexamethasone.93 
Various antibody-glucocorticoid conjugate designs have been tested for cell-type-specific steroid delivery.94 Antibody-drug conjugates (ADCs) consist of an antibody covalently bound to a bioactive small molecule. The antibody component binds a target surface antigen, often referred to simply as ‘the target’, which is present exclusively on desired cells. The ADC binding triggers antigen internalization and release of the small molecule inside the desired cell.95–97 A handful of ADCs have been approved as cancer therapeutics, and their potential as anti- inflammatory drugs has been recognized.98 An anti-CD163-dexamethasone and an anti-CD74- fluticasone derivative are particularly promising. The anti-CD163-dexamethasone targets macrophages, and can decrease LPS-mediated inflammation at lower doses in rats than free dexamethasone. Treatment with an effective dose of the ADC does not decrease thymus weight, 
18 unlike the steroid alone, indicating lymphocytes are spared.99 Anti-CD163-dexamethasone also alleviates fatty liver pathology in rats fed high-fructose diets; free dexamethasone worsens the condition, likely due to its effects on hepatocytes.100 An anti-CD74-fluticasone selectively triggers B cell and not T cell transcriptional responses characteristic of glucocorticoid exposure. 
This holds even when these B cells are co-cultured with T cells, thanks to an innovation that prevents free steroid from escaping into the culture medium. The phosphonate fluticasone derivative was developed to have decreased membrane permeability at pH 7 and increased permeability at pH 5.5, permitting the molecule to diffuse out of the endosome but not out of the target cell.101 
Antibody-drug conjugates are pharmacokinetically complex. These multi-part drugs have many parameters that can be independently altered, resulting in a plethora of choices for the developer. Firstly, macromolecule drug size and shape affects tissue exposure. Drug entry into tissues of interest varies depending on protein hydrodynamic radius and the nature of the capillary endothelium.102 Proteins of different sizes are eliminated at different rates by the kidneys, particularly those on opposite sides of an approximate 50 kDa threshold.103 Hence the choice of a nanobody, minibody, or full antibody for the protein component must be carefully considered. Half-life can also be altered by keeping an Fc region in the antibody, permitting 
FcRn-mediated recycling.102 
Other pharmacokinetic parameters are driven by the nature of the ADC’s target antigen. 
The term ‘target-mediated drug distribution’ encompasses all of the ways in which the antibody binding affects the ADC’s pharmacokinetics. If the target protein is abundant, and the antibody is high-affinity, the antibody-drug conjugate may concentrate on the edge of a tissue. This saturates the cells bordering vasculature while failing to treat cells further away.104 In addition, a good 
19 target internalizes quickly to bring the drug inside the cell before the antibody releases. If the target is generally recycled after internalization, the antibody or the small molecule must be released in the endosome, or else the conjugate will return to the cell surface.105 
Finally, the small molecule component of the ADC must be considered. The method of small molecule attachment to the ADC can alter its distribution. A non-degradable linker, which only releases the small molecule upon degradation of the antibody, may place the molecule in an inappropriate cellular compartment. However, a biodegradable linker has the risk of releasing the small molecule too soon, exposing off-target cells.106 The pharmacokinetics of the released small molecule can play a role as well. If the small molecule permeates the cell membrane, it can escape from targeted cells and affect other nearby cells. Dying cells may discharge the small molecule as well, particularly in the case of cytotoxic drugs. This bystander effect can be helpful, as in the case of solid tumors where not every cell expresses the target marker. Unfortunately, if the affected cells are not the intended targets, this effect can defeat the purpose of the ADC.104,105 
Pharmacokinetic models could help narrow the design choices for glucocorticoid- targeting antibody drugs, particularly in early stages of development. Ordinary differential equations (ODEs) are generally sufficient to understand most pharmacokinetic systems. A set of chemical rate equations, compartment volumes, and initial concentrations can generate a system of equations that can be solved for the concentration of each chemical species over time.107–109 
These ODEs are simple to solve in R, Matlab, or Python; the difficulty is in ensuring the simplified system setup accurately reflects the biology. Despite the advantages of using pharmacokinetic models during drug development, anti-inflammatory ADC research does not make full use of these tools.94,99,101,110–112 
20 
1.5 Thesis Overview 
In this thesis, I approach the problems of novel steroid synthesis and steroid targeting. In 
Chapter 2, I biosynthesized novel steroids by feeding non-native substrates into the enzyme 
CYP7B1. When CYP7B1 had entirely novel actions on these substrates, I modeled CYP7B1 and substrate binding, as discussed in Chapter 3. In Chapter 4, I determined the necessary pharmacokinetic properties for a steroid-carrying antibody fusion protein using a multiscale mechanistic ODE model. Together, this work provides proofs-of-concept for improving steroid drugs, which, if fully implemented, could revolutionize their clinical use. 
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2 Mammalian Cells Engineered to Produce Novel Steroids 
Emma S. Spady, Thomas P. Wyche, Jon Clardy, Jeffrey C. Way, and Pamela A. Silver 
2.1 Attributions 
This chapter is adapted from a paper published in ChemBioChem in September 2018.113 
It covers the biochemical and analytical aspects of “Mammalian Cells Engineered To Produce 
New Steroids”. The structure models originally published in this paper will be presented in 
Chapter 3. 
The project concept was developed by Dr. Jeffrey Way and myself, and I performed all the biological and design work. Dr. Thomas Wyche instructed me in the use of the mass spectrometer and advised in method development for the isolation of pure steroids. I operated the liquid chromatographs and mass spectrometer, and also developed the liquid chromatograph methods. Dr. Wyche took the NMR spectra of the purified steroids and coached me through the structure assignment process. Finally, I wrote the manuscript. 
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2.2 Introduction 
Steroids represent an important class of therapeutically useful molecules, but they have significant dose-limiting side effects. Steroid hormone analogs take advantage of the wide- ranging effects of their endogenous counterparts, such as immunosuppression and increased bone density, and are used to treat conditions ranging from arthritis to anemia. Unfortunately, steroid receptors alter global responses, so steroid drugs have severe side effects. These include diabetes and osteoporosis for glucocorticoids and masculinizing effects for androgens.19,25,114 Steroids are active at bloodstream concentrations in the nanomolar range and readily cross cell membranes.8,115 New combinations of modifications around the central steroid scaffold could improve binding affinity, pharmacokinetic properties, and receptor specificity.57 
Steroids must be modified stereo- and regio-specifically to result in useful drugs. Steroid receptor binding pockets are sensitive to minor modifications; a single hydroxylation or methylation can cause a steroid to bind a different receptor, dramatically changing its biological effects.57 Due to its lack of activated carbons, the steroid ring structure is difficult to modify while preserving its integrity.68 Traditional chemical processes for steroid modifications are elaborate and frequently less selective than their biological counterparts, to the extent that wild- type fungi are used as industrial biocatalysts.68,116,117 These biocatalysts are used exclusively in producing known steroids, leaving novel steroid production to organic chemistry methods. 
Biosynthesis can provide an alternative source of novel steroid therapeutics. The enzymes involved in steroid hormone synthesis modify a large variety of substrates, but still perform regio- and stereoselective reactions.118 In principle, these enzymes could accept a wide variety of synthetic steroid substrates and modify them to create novel products. A single enzymatic step could replace a long organic synthesis, and thus allow for extensive exploration of the steroid 
23 drug biochemical space. Exogenous expression of steroid enzymes has already been used to produce complicated steroids intracellularly in yeast and mammalian cells, with glucocorticoids being of particular interest.71,72 However, intentional biosynthesis of chemically novel steroid products using engineered mammalian cells has not been deeply explored. 
Here we report the synthesis of novel steroids by expressing various steroid-modifying enzymes in mammalian cells and providing them with non-native substrates. We isolated three steroids by expressing the steroid 7α-hydroxylase CYP7B1, two of which arose from the enzyme’s previously unknown ability to 11α- and 7β-hydroxylate substrates. This approach could be used to synthesize a wide variety of steroids for which traditional organic synthesis is not feasible. 
2.3 Results 
Our strategy for novel steroid synthesis is to express genes encoding steroid-modifying enzymes in mammalian cells, and then supply the cells with non-native substrates that will result in novel products (Fig. 2.1). To identify candidates, we expressed a panel of enzymes in mammalian cells and confirmed their function on native Figure 2.1. Overview of our method substrates. For enzymes catalyzing multiple native for novel steroid biosynthesis. reactions, the substrate was chosen by the Steroid-modifying enzymes are expressed heterologously in commercial availability of the expected product, mammalian cells and exposed to a non-native substrate, resulting in enabling quantification. We then selected one of novel steroid product(s). 
24 the best-performing enzymes, CYP7B1, expressed it stably in cells, and supplied it with non- native substrates. These alternative substrates were commercially-available steroids that 
CYP7B1 could process into novel products, assuming that the enzyme modifies the substrates selectively. We isolated these products from the enzyme acting on the alternative substrates and confirmed the steroids’ structures via NMR. Notably, we observed the 7α-hydroxylase CYP7B1 performing significant amounts of 11α- and 7β-hydroxylation on the alternative substrates. 
Mammalian cells were used in this work because of several unique properties. Firstly, most of the enzymes tested were human, and cytochrome P450s can be difficult to express in heterologous hosts.72,119 Mammalian cells also enable these enzymes to access cholesterol when required as a substrate. As there is no lipopolysaccharide in this system, any steroids in tissue culture supernatant could be tested rapidly on other mammalian cell lines without purification. 
While mammalian cells are unlikely to achieve the yields of yeast or bacterial cells, steroids are very potent drugs, and thus can be studied even in small quantities.120,121 
Seventeen steroid-modifying enzymes were selected for expression in the human cell line 
HEK293. The enzymes were identified based on their gene sequence availability and the diverse reactions they catalyze (Table 3.1). Most of these enzymes are cytochrome P450s, and many are hydroxylases; the group also contains dehydrogenases, a methyltransferase, and a Baeyer-
Villiger monooxygenase. Mammalian steroid-modifying enzymes are generally associated with the mitochondria or endoplasmic reticulum and may have signal sequences targeting them to these organelles; these sequences were retained. Bacterial enzymes were expressed without signal sequences and presumably localized to the cell cytoplasm. The HEK293 cell line was chosen because of its hardiness and ease of transfection. 
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Table 2.1. Steroid product yields from steroid-processing enzymes operating on native substrates in HEK293 cells. Substrates were chosen based on the literature and on the reaction resulting in a commercially available product. 
Amt. Product 40 μM Detected Enzyme Substr. -1 Substrate Provided Product Measured (ng mL medium) Used Soln. in Enzyme Control μg mL-1 ± SD ± SD 
1400 ± 7.1 ± CYP7B1122 12.7 300 0.9 
1 (CAS 145-13-1) 2 (CAS 30626-96-1) 
2600 ± CpdB123,124 11.5 2 ± 2 300 
9 (CAS 63-05-8) 10 (CAS 4416-57-3) 
150 ± CYP11A1125 15.5 N.D. 10 a 
11 (CAS 57-88-5) 1 (CAS 145-13-1) 
Δ1-KSTD2 0.58 ± 12.6 54 ± 5 126 0.05 
12 (CAS 57-83-0) 13 (CAS 1162-54-5) 
30 0.06 ± CYP4A21127 15.1 ± 10 b 0.09 
14 (CAS 434-13-9) 15 (CAS 83-49-8) 
8.0 ± CYP46A1128 15.5 N.D. 0.5 a 
11 (CAS 57-88-5) 16 (CAS 474-73-7) 
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Table 2.1 (Continued). 
Amt. Product 40 μM Detected Enzyme Substr. -1 Substrate Provided Product Measured (ng mL medium) Used Soln. in Enzyme Control μg mL-1 ± SD ± SD 
CYP11B1 12.6 15 ± 2 12 ± 2 76,129 
12 (CAS 57-83-0) 17 (CAS 600-57-7) 
4.6 ± CH25H128 15.5 2 ± 1 0.3 a 
11 (CAS 57-88-5) 18 (CAS 2140-46-7) 
0.02 ± CYP7A1128 15.5 4 ± 1 a 0.07 
11 (CAS 57-88-5) 19 (CAS 566-26-7) 
CYP154C3 2.6 ± 0.42 ± 12.6 130 0.3 0.03 
12 (CAS 57-83-0) 7 (CAS 438-07-3) 
3.9 ± AKR1D1131 12.6 4 ± 1 a 0.9 
12 (CAS 57-83-0) 20 (CAS 566-65-4) 
0.37 ± 0.5 ± HSD3B7131 12.7 0.07 a 0.2 
1 (CAS 145-13-1) 12 (CAS 57-83-0) 
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Table 2.1 (Continued). 
Amt. Product 40 μM Detected Enzyme Substr. -1 Substrate Provided Product Measured (ng mL medium) Used Soln. in Enzyme Control μg mL-1 ± SD ± SD 
0.3 ± CYP3A4132 10.8 N.D. 0.3 a 
21 (CAS 53-16-7) 22 (CAS 566-76-7) 
CYP27A1128 15.5 N.D. a N.D. 
11 (CAS 57-88-5) 23 (CAS 20380-11-4) 
CYP8B1128 16.0 N.D. a N.D. 
24 (CAS 3862-25-7) 25 (CAS 1254-03-1) 
CYP106A2 12.6 N.D. a,c N.D. 133,134 
12 (CAS 57-83-0) 26 (CAS 600-72-6) 
STRM-1135 15.5 N.D. a,c N.D. 
11 (CAS 57-88-5) 27 (CAS 481-25-4) a Product measured on an Agilent 6460 Triple Quad LC/MS with a Phenomenex Luna C18 column (5 μm, 250 x 10 mm) by the Harvard Small Molecule Mass Spectrometry Facility. b Product measured on a Bruker Maxis Impact LC-q-TOF MS with a Phenomenex Synergi Polar column (50 x 2 mm) by the Harvard Small Molecule Mass Spectrometry Facility. c Qualitative measurement due to lack of standard. 
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Expression constructs encoding each enzyme were transfected into HEK293 cells, and activity of each enzyme was tested on a native substrate and assayed via LC-MS. Negative enzyme activity controls consisted of transfecting the same plasmid backbone, but with a fluorescent reporter protein under the constitutive promoter. Cells were incubated for two days with a 40 μM solution of a native substrate for the relevant enzyme. The substrate concentration was chosen because of the low solubility of the less-hydroxylated steroids in media.136 Lipids were extracted from the spent cells and medium and measured by LC-MS.137,138 The yield per milliliter of spent medium was determined for each product when a standard was available. 
Of the enzymes tested, the human 7α-hydroxylase CYP7B1 and the Pseudomonas cyclopentadecanone monooxygenase CpdB had the highest yields. CYP7B1 produced 1.4 μg of 
7α-hydroxypregnenolone per mL (2) from a 12.7 μg mL-1 pregnenolone solution (1) (Fig. 2.2). 
CpdB made 2.6 μg of testololactone per mL (10) from an 11.5 μg mL-1 solution of androstenedione (9) (Fig. 2.3). Eight other steroid-modifying enzymes resulted in significantly more product than the fluorescent protein control when expressed (Table 2.1). These included two more bacterial enzymes, Δ1-KSTD2 and CYP154C3, both of which used a 12.6 μg mL-1 progesterone (12) solution as substrate. From this, Δ1-KSTD2 made 54 ng of 1- dehydroprogesterone (13) per mL, while CYP154C3 produced 2.6 ng of 16α- hydroxyprogesterone (7) per mL (Fig. 2.3). 
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Figure 2.2. Steroid-modifying reactions observed from CYP7B1. A) CYP7B1 hydroxylates native substrate pregnenolone (1) to form 7α- hydroxypregnenolone (2). Yield is in μg of steroid per mL of medium extracted. B) CYP7B1 hydroxylates non-native substrate 17α-hydroxypregnenolone (3) to form novel product isomers 7α,17α-dihydroxypregnenolone (4) and 7β,17α- dihydroxypregnenolone (5). C) CYP7B1 hydroxylates non-native substrate 16α-hydroxyprogesterone (7) to form 11α,16α-dihydroxyprogesterone (8). The anticipated product 7α,16α-dihydroxyprogesterone (6) was not observed. 
Enzymes that failed entirely may have done so because of poor gene expression, but rather than troubleshooting, we focused on those enzymes that worked well immediately. 
CYP7B1, Δ1-KSTD2 and CYP154C3 were pursued further, as they had potential to create novel products in a single step from commercially available substrates. While CpdB also had this potential, its high yield was found late in the project because its only commercially-available substrate-product pair are Schedule III controlled substances. The high 7α-pregnenolone (2) yield implied CYP7B1 had a good chance of processing alternative substrates into detectable quantities of novel steroids. In addition, CYP7B1 is a well-studied human enzyme.139,140 
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The CYP7B1- expressing cells’ yield of 2 improved under different expression conditions. This ensured that the enzyme’s action on alternative substrates would result in sufficient product for structure determination. The CYP7B1 electron transfer partner, cytochrome P450 Figure 2.3. Steroids from bacterial enzymes successfully oxidoreductase (POR), was expressed in mammalian cells and provided with confirmed substrates. Yields are in mass of steroid measured per mL of expressed alongside CYP7B1 spent cell medium extracted. to prevent POR from limiting steroid hydroxylation. A modest 34% increase in 2 yield was achieved by transfecting CYP7B1 plasmid into stable POR-expressing HEK293 cells (Fig. 2.4A). A CYP7B1-expressing stable pool was constructed by puromycin selection to enable longer exposure of cells to substrate. 
These cells could be plated at low density and grown to confluency in the same medium, allowing for eight days of incubation with substrate instead of 48 hours. HEK293 cells were transfected with the CYP7B1 vector used previously and were selected on puromycin. This stable pool improved 2 yield by 229%, to 4.6 μg mL-1 (Fig. 2.4A). The CYP7B1-expressing stable pool was used in subsequent steroid syntheses, and the POR stable pool was not used. 
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Figure 2.4. Expression methods tested to raise native product yield for CYP7B1, CYP154C3, and ∆1-KSTD2. A) Production of 2 from CYP7B1 expressed transiently, stably, or in the suspension cell line 293F. B) Production of 7 from CYP154C3 expressed transiently, stably, with the attached redox domain RhF, and with mitochondrial targeting peptides (mTPs). C) Production of 13 from ∆1-KSTD2 expressed transiently and stably. 
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The bacterial enzymes CYP154C3 and Δ1-KSTD2 were also expressed in stable pools in an attempt to improve their yield (Fig. 2.4). Stable pool cell lines expressing these enzymes were made with the same method as the CYP7B1 line. However, the stable pools resulted in less product for both bacterial enzymes. CYP154C3’s weeklong incubation with progesterone yielded only 0.63 ng mL-1 of 7, compared to 2.6 ng mL-1 for transient transfectants (Fig 2.4B). 
The Δ1-KSTD2 stable pool produced a mere 5.7 ng mL-1 of 13 when exposed to progesterone, compared to 54 ng mL-1 of product from transient transfectants (Fig 2.4C). 
Alongside the aforementioned stable pool experiments, CYP154C3 and CYP7B1 were transiently transfected into suspension HEK293 Freestyle (293F) cells (Fig. 2.4). However, this dramatically decreased yield for both enzymes. CYP7B1 transfected into 293F cells only produced 48 ng mL-1 of 2, a 97% decrease from its yield in adherent HEK293 cells. CYP154C3 transfected into 293F cells produced 0.03 ng mL-1 of 7, a 99% decrease from the adherent cell yield. Fluorescent reporter plasmids transfected into 293F cells as negative enzyme controls indicated similar transfection efficiency to the adherent HEK293 cells. Thus the suspension cells were not pursued further as an enzyme expression system. 
We considered other strategies to improve enzyme yield from CYP154C3 because the enzyme could, in principle, produce 7 from the inexpensive substrate 12. CYP154C3 is a bacterial enzyme, and it typically requires two electron transfer partners to 16α-hydroxylate steroids. These partners can be replaced with a single redox domain (RhF) from the Rhodococcus sp. self-sufficient cytochrome P450, P450RhF, fused to CYP154C3’s C-terminus130. This 
CYP154C3-RhF fusion protein performed poorly, with a 7 yield of 1.4 ng mL-1, just over half of that of CYP153C3 alone (Fig. 2.4B). This was still significantly more than the control yield of 
0.42 ng mL-1, implying that CYP154C3 is compatible with the human homologues to its redox 
33 partners, FDX1 and FDXR. FDX1 and FDXR are primarily located in the mitochondria, which suggests that CYP154C3 localization to the mitochondria could improve yield129. Adding the 
COX8A mitochondrial targeting peptide (mTP) to the N-terminus of CYP154C3 improved 7 yield to 3.07 ng mL-1. Nevertheless, this yield was insufficient to consider CYP154C3 as a potential producer of novel steroids. 
Stable CYP7B1-expressing cells were incubated with two alternative substrates that we predicted would result in novel products. We anticipated that CYP7B1 would convert 17α- hydroxypregnenolone (3) to 7α,17α-dihydroxypregnenolone (4) (Fig. 2.2B). Similarly, CYP7B1 was expected to hydroxylate 16α-hydroxyprogesterone (7) to produce 7α,16α- dihydroxyprogesterone (6) (Fig 2.2C). The CYP7B1 stable pool cell line was plated at low density and cultivated in the presence of a 40 μM alternative substrate solution for eight days. 
This corresponds to a 13.3 μg mL-1 solution of 3 and a 13.2 μg mL-1 solution of 7. Lipids were extracted and detected by LC-MS as in the native substrate experiments. The lipids were compared to those from identically treated negative control stable pool cells, which expressed 
GFP instead of an enzyme. The desired hydroxylation product peaks were identified by having the correct mass and only being present with CYP7B1 expression. This separated the desired steroids from any hydroxylated isomers due to spontaneous degradation. 
Peaks with masses corresponding to hydroxylation of the alternative substrates were detected exclusively in CYP7B1-expressing cells. CYP7B1 cells provided with alternative substrate 3 yielded two dihydroxypregnenolone peaks not present in the control (Fig. 2.5A). As dihydroxypregnenolones lose water during ESI-MS, the product peaks contained m/z = 
+ + 331.2269, 313.2162, and 295.2057, corresponding to [M+H-H2O] , [M+H-2H2O] , and [M+H-
+ 3H2O] ions. The later, high signal molecule 4 eluted at 2.7 minutes, and the earlier, low signal 
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Figure 2.5. Extracted ion mass chromatograms comparing products of cells supplied with 3 and 7. CYP7B1 cells stably expressed that enzyme, while the negative control cells stably expressed green fluorescent protein. CYP7B1 cell samples were diluted tenfold. A) Only CYP7B1 cells + + exposed to 3 produced peaks corresponding to the [M+H-H2O] , [M+H-2H2O] , and [M+H- + 3H2O] ions of 4 and 5. B) Only CYP7B1 cells exposed to 7 produced a single peak corresponding to the [M+H]+ ion of 8. molecule 5 eluted at 2.3 minutes. 0.7 mg of 4 and 0.4 mg of 5 were subsequently purified, implying a yield of 1.6 μg mL-1 and 0.91 μg mL-1, respectively. 
Steroid product formulae were initially determined via high-resolution ESI-MS. 7α,17α-
+ dihydroxypregnenolone (4) and 7β,17α-dihydroxypregnenolone (5): m/z 331.2269 [M+H-H2O] 
+ + (calculated for C21H31O3 , m/z 331.2268), m/z 313.2162 [M+H-2H2O] (calculated for 
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+ + + C21H29O2 , m/z 313.2162), and m/z 295.2057 [M+H-2H2O] (calculated for C21H27O , m/z 
295.2056). These implied isomers with formula C21H32O4. 11α,16α-dihydroxyprogesterone (8): 
+ + m/z 347.2222 [M+H] (calculated for C21H31O4 , m/z 347.2217). This suggests a molecule with formula C21H30O4. 
Analysis of 1D and 2D NMR data (gCOSY, gHSQC, gHMBC, ROESY, and TOCSY) allowed for structure determination of dihydroxypregnenolones 4 and 5, corresponding to an expected 7α-hydroxylated product and an unexpected 7β-hydroxylated product (Table 2.2, Fig. 
2.2B). COSY interactions between the hydrogen at C-6 (δH 5.57, 5.28) and a hydroxyl-adjacent hydrogen (δH 3.8, 3.79) in 4 and 5, respectively, revealed that both products were 7- hydroxylated. The C-7 hydroxyl stereochemistry was determined by comparing the isomers to reference NMR for 7α-hydroxypregnenolone (δC-7 65.20) and 7β-hydroxypregnenolone (δC-7 
81,141 73.14). Compound 4 (δC-7 65.95) is therefore 7α,17α-dihydroxypregnenolone while 5 (δC-7 
73.99) is 7β,17α-dihydroxypregnenolone. 
The CYP7B1 stable pool cells provided with alternative substrate 7 exhibited a single dihydroxyprogesterone product peak (Fig. 2.5B). Dihydroxyprogesterones do not lose water as easily in ESI-MS, so the product peak was exclusively m/z = 347.2222, corresponding to the 
[M+H]+ ion. A single isomer 8 with this m/z eluted at 2.05 minutes and was absent in the negative control lipids. 2.2 mg of 8 were eventually purified from tissue culture, with a yield of 
6.9 μg mL-1. 
Compound 8, the single dihydroxyprogesterone product, was determined to be 11α,16α- dihydroxyprogesterone after analysis of 1D and 2D NMR data (Table 2.2, Fig. 2.2C). No other masses that could correspond to the expected product 6 were detected. The newly hydroxylated carbon (δC 68.88, δH 3.95) was identified by locating its methylene neighbor (δC 50.89, δH 1.63, 
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1 13 1 13 Table 2.2. H and C NMR data (500 MHz for H, 125 MHz for C, in CD3OD) for steroid products 4, 5, and 8. 
7α,17α- 7β,17α- 11α,16α- dihydroxypregnenolone dihydroxypregnenolone dihydroxyprogesterone (8) (4) (5) Position δC, type δH, J in Hz δC, type δH, J in Hz δC, type δH, J in Hz 1.89. m; 1.90, m; 1.20, td 1.09, m 2.69, d (13.8); 1 38.1, CH2 (13.6, 3.5) 38.2, CH2 38.6, CH2 2.06, t (13.2) 1.83, d 1.82, m; (12.4); 1.52, 2.48, m; 2.30, 2 32.1, CH2 1.52, m 32.3, CH2 m 34.9, CH2 m 3 72.0, CH 3.50, m 72.1, CH 3.44, m 203.0, C 4 42.9. CH2 2.30, m 42.5, CH2 2.26, m 124.7, CH 5.73, s 5 146.6, C 144.0, C 175.1, C 5.57, dd 5.28, s 2.49, m; 2.30, 6 124.9, CH (5.3, 1.4) 127.4, CH 34.7, CH2 m 3.79, d (7.7) 1.86, d (12.7); 7 66.0, CH 3.80, t (4.0) 74.0, CH 32.9, CH2 1.12, q (12.5) 8 39.3, CH 1.55, m 41.4, CH 1.51, m 36.3, CH 1.63, m 1.37, td 9 43.2, CH (12.1, 5.2) 49.7, CH 1.09, m 60.1, CH 1.22, t (10.1) 10 38.5, C 37.6, C 41.40, C 1.68, m; 1.69, m; 3.95, m 11 21.6, CH2 1.53, m 21.9, CH2 1.51, m 68.9, CH 1.87. t (3.4); 1.90, m; 2.24, m; 1.63, 12 31.7, CH2 1.52, m 31.8, CH2 1.52, m 50.9, CH2 m 13 47.9, C 48.7, C 46.1, C 14 45.4, CH 2.29, m 51.9, CH 1.91, m 54.4, CH 1.67, m 1.93, m; 1.99, m; 15 24.6, CH2 1.27, m 26.7, CH2 1.57, m 35.9, CH2 1.78 (m) 2.71, ddd 2.69, m; (11.6, 3.2, 1.45, m 3.1); 16 34.1, CH2 1.49, m 34.4, CH2 74.2, CH 4.72, t (7.3) 17 91.5, C 91.0, C 72.8, CH 2.58, d (6.6) 18 15.1, CH3 0.63, s 15.3, CH3 0.63, s 15.9, CH3 0.70, s 19 18.7, CH3 1.02, s 19.5, CH3 1.09, m 18.6, CH3 1.35, s 20 213.6, C 213.6, C 210.2, C 21 27.4. CH3 2.20, s 27.5, CH3 2.20, s 31.9, CH3 2.19, s 
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2.24), with which it has a strong COSY correlation. This neighboring carbon has an HMBC with hydrogens at C-17 (δH 2.58) and C-18 (δH 0.70). This placed the neighboring carbon at C-12, as the D-ring hydroxyl had already been assigned and other locations were too far from C-17 and 
C-18. Therefore the CYP7B1 hydroxylation was at C-11. The C-11 hydroxyl stereochemistry was found through ROESY interactions. The hydrogen at C-11 (δH 3.95) interacts with hydrogens at C-18 (δH 0.70) and C-19 (δH 1.35), indicating that it is above the steroid ring plane. 
The hydroxyl at C-11 must face the opposite direction, and thus is an 11α-hydroxyl. 
2.4 Discussion 
We made the three steroids 4, 5, and 8 by expressing CYP7B1 in mammalian cells and providing it with non-native substrates 3 and 7. 5 and 8 were the result of 7β- and 11α- hydroxylations, respectively, though CYP7B1 was thought to primarily perform 7α- hydroxylation. This work represents a proof of concept in using genetically engineered mammalian cells to produce novel steroids, and more broadly in using mammalian cells to produce novel small molecules. Our overall method can take advantage of inexpensive gene synthesis, diverse steroid-modifying enzymes, and mammalian cells’ unique properties to quickly create steroids that are compatible with direct biological testing. 
Steroids 4 and 5 are novel molecules, but 8 has a straightforward organic synthesis. 
Nevertheless, 8’s chemical properties are not published; no NMR structural data were released when it was initially isolated.142 4 and 5 would have been difficult to produce via established methods. Both have been tentatively identified in mixtures of microbial steroid hydroxylation products, but no NMR data is available.82,143 Selective 7β-hydroxylation of pregnenolones is possible with organic methods, but syntheses that directly favor 7α-hydroxylation do not appear 
38 possible.144 Nevertheless, C-7 is a relatively easy carbon to chemically oxidize, as it is adjacent to a double bond.145 While microbial pregnenolone 7α-hydroxylation has been described, the organisms make a mixture of products, including non-7-hydroxylated steroids, and the enzymes have not been identified.81,146,147 Hence our method for 7-hydroxylation fills a gap in steroid biosynthetic methods. 
We observed unprecedented amounts of 11α-hydroxylated and 7β-hydroxylated products from CYP7B1. Prior to this work, CYP7B1 only performed 7α-hydroxylation, 6α-hydroxylation, or 7β-hydroxylation, depending on the substrate.148 The lattermost product is minor, when observed at all; it comprised just 1% of the hydroxysteroid product from CYP7B1 action on 
DHEA.122 In comparison, 5 was 36% of the total product isolated from CYP7B1 acting on 3. 
11α-hydroxylation by CYP7B1 had never been observed until we isolated 8. These reactions demonstrate that even well-studied cytochrome P450s may process new substrates in unexpected ways; one cannot assume which isomers these enzymes produce based only on the available literature. 
Our approach reveals that novel steroids can be generated by combining elements from the human metabolic repertoire. CYP7B1 is a human enzyme; its murine homolog is expressed primarily in the brain and at low levels in the liver.149 Its 7α-hydroxylated steroid products are poorly understood, but improve memory in aged, memory-impaired mice.148,150 While 7 is not present in the human body, 3 is an intermediate formed by CYP17A1 in the adrenal cortex and gonads.151 However, human CYP17A1 preferentially processes 3 further into dehydroepiandrosterone.152 Though the enzyme dissociates from the steroid after hydroxylation, relatively little 3 can escape into other tissues before CYP17A1 acts again.153 While CYP7B1 
39 likely does not encounter 3 in nature, in our system the enzyme is capable of processing this substrate into novel products 4 and 5. 
Here, we engineered mammalian cells to produce previously uncharacterized drug-like small molecules. Numerous protein drugs are already made in mammalian cells, typically due to species-specific post-translational modifications such as N-linked glycosylation. Mammalian cells and mammal-based cell-free systems have been engineered to make steroids, but these were only used to study the biosynthetic pathways of known molecules.71,154 Engineered steroid biosynthesis, even in microbes, has been used to make known steroids; novel steroids are typically detected spontaneously from unmodified cells.72,73,117,146 This work therefore opens the door both towards using mammalian cells for other small molecule products, and also towards directed biosynthesis of novel steroids. 
Many novel molecules could be made with engineered cells expressing steroid-modifying enzymes, making more steroids accessible for biological testing. The decreasing cost of gene synthesis, the high frequency of mammalian cell co-transfection when plasmids are simply mixed together, and the high activity of steroids in biological assays could enable a means of identifying useful compounds. Our in vivo system could be modified to access all parts of the steroid ring system, unlike current organic synthesis methods. Specifically, we envision that libraries of steroids could be made by combinatorial transfection of mammalian cells, followed for example by direct biological testing in high-content cell-based assays to find new activities.155 
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2.5 Methods 
2.5.1 Plasmids. The CYP7B1-containing plasmid had a pcDNA3.1 backbone, a CMV promoter driving intron-free CYP7B1 and puromyin resistance. This pcDNA3.1 backbone from Invitrogen includes a pUC origin and ampicillin resistance to enable maintenance in Escherichia coli. The human CYP7B1 isoform 1 cDNA sequence was from the NCBI CCDS database number 6180.1. 
The negative control plasmid was identical to the CYP7B1 plasmid but contained GFP in place of CYP7B1. This codon-optimized GFP sequence was originally from the pSF-CMV-Ub-daGFP plasmid (Oxford Genetics). A list of all steroid-modifying enzymes used in similar plasmids can be found in Table 2.1. Plasmids were constructed using Gibson assembly to insert IDT gBlocks containing the gene of interest into PCR-amplified plasmid backbones, which were then transformed into chemically-competent E. coli K12. Plasmids were prepared using the Qiagen 
PlasmidPlus MidiPrep or MaxiPrep kit. 
2.5.2 Protein Expression in Mammalian Cells. HEK293 cells (ATCC) were grown in DMEM 
(Invitrogen) with 10% FBS (Gibco) and penicillin-streptomycin (Gibco). Cells were transfected with 31.5 μg of plasmid DNA per well in 6-well plates using the Lipofectamine 3000 kit 
(Thermo Fisher). Medium was replaced after six hours with fresh medium containing 40 μM steroid substrate. For concentrations of each substrate in ng mL-1, refer to Table 2.1. Cells were incubated for 48 hours, after which the negative controls were checked for fluorescence, indicating acceptable transfection efficiency. Spent medium and cells were mixed by scraping, and the liquid was frozen for storage. Stable pools of HEK293 cells expressing steroid- modifying genes began with transfection of ~800,000 cells using the lipofectamine 3000 kit, as above. 48 hours after transfection, cells were selected via 1.5 μg mL-1 puromycin (Sigma). After eighteen days, antibiotic was decreased to 0.5 μg mL-1 puromycin. To modify steroids, stable 
41 pool cells were plated at 7,000 cells per cm2 with 40 μM of the desired substrate. The cells were incubated for eight days, after which adhered cells were scraped to mix with the medium and frozen for storage. 
2.5.3 Steroid Product Isolation. Liquid-liquid separation with a 3:10 methanol : methyl-tert- butyl ether v/v organic phase removed lipids from the media137. The medium (2 mL) was extracted twice with solvent (6.5 mL and 3 mL), vortexing for three minutes each time. The upper layers were removed, combined, dried down, and resuspended in methanol (100 μL). 
Lipids were analyzed with an Agilent 1200 series HPLC system and 6530 qTOF mass spectrometer. Steroids were separated with a Thermo Scientific Hypersil GOLD C18 column 
(1.9 μm, 50 x 2.1 mm) in an acetonitrile gradient in water with formic acid (0.1% v/v)138. 5 uL of the resuspended steroid was injected into the instrument. Concentrated steroid products, such as the CYP7B1-expressing cell extract in Figure 2.5, were diluted tenfold to maintain narrow peaks. 
The linear gradients of acetonitrile in water with 0.1% formic acid v/v are as follows: 0-1 min: 
10-70% CH3CN, 1-8 min: 30-50% CH3CN, 8-9 min: 50-100% CH3CN, 9-13 min: 100% 
CH3CN, 13-13.5 min: 100-10% CH3CN, 13.5-17 min: 10% CH3CN. All percentages listed are v/v. A flow rate of 0.3 mL per min was used, and the column was maintained at 50oC. Known products were compared to standards for quantification. Please refer to Figure S1 for chromatograms of steroid products with standards and Table S1 for standard curve calculations used to quantify these steroids. 
2.5.4 Steroid chemical sources. Substrates were purchased from the following vendors: 
Pregnenolone (1, CAS 145-31-1) from Sigma-Aldrich, 17α-hydroxypregnenolone (3, CAS 387-
79-1) from Pfaltz and Bauer, 16α-hydroxyprogesterone (7, CAS 438-07-3) from Toronto 
Research Chemicals, androstenedione (9, CAS 63-05-8) from Crescent Chemical, and 
42 progesterone (12, CAS 57-83-0) from Sigma-Aldrich. The standard 7α-hydroxypregnenolone (2, 
CAS 30626-96-1) was purchased from Toronto Research Chemicals, testololactone (10, CAS 
4416-57-3) from Sigma-Aldrich CPR, 1-dehydroprogesterone (13, CAS 1162-54-5) from Sigma-
Aldrich, and 16α-hydroxyprogesterone (7, CAS 438-07-3) from Toronto Research Chemicals. 
2.5.5 Unknown Steroid Purification and NMR. Twenty-two T150 flasks of the CYP7B1- expressing cells were used to process substrate 3, yielding 440 mL of medium. Sixteen similar flasks were used to process substrate 7, resulting in 320 mL of medium. Liquid-liquid extraction was performed with the same proportions as above, with the addition of a sodium sulfate drying step. The product mixtures from 3 and 7 were resuspended in 3 and 5 mL of methanol, respectively. 
An Agilent 1200 semi-preparative HPLC system with a Phenomenex Luna C18 column 
(5 μm, 250 x 10 mm) was used to purify the steroid products 4, 5, and 8. 100 μL of solution was injected at a time, with a flow rate of 4 mL min-1. The linear gradients of acetonitrile in water with 0.1% v/v formic acid are as follows: 0-24 min: 30-65% CH3CN, 24-26 min: 65-100% 
CH3CN, 26-29 min: 100% CH3CN, 29-30 min: 100-10% CH3CN, 30-35 min: 10% CH3CN. All percentages listed are v/v. Under these conditions, 4 had a retention time of 8.7 min and 5 had a retention time of 10.3 min. Compound 8, the product of CYP7B1 action on 7, required two rounds of reverse-phase HPLC, using the same column, flow rate, and system as for 4 and 5. The first HPLC used an acetonitrile gradient in water with 0.1% formic acid v/v with the following linear gradients: 0-24 min: 10-60% CH3CN, 24-26 min: 60-100% CH3CN, 26-29 min: 100% 
CH3CN, 29-30 min: 100-10% CH3CN, 30-35 min: 10% CH3CN, yielding 8 in a mixture of products at 15.3 min. The second step of HPLC purification used a methanol gradient in water with 0.1% formic acid with the following linear gradients: 0-5 min: 50% CH3OH, 5-20 min: 50-
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55% CH3OH, 20-22 min: 55-50% CH3OH, 22-30 min: 50% CH3OH. All percentages listed are v/v. This method produced pure 8 at 15.4 min. This resulted in 0.7 mg of 4, 0.4 mg of 5, and 2.2 mg of 8. 
NMR spectra were obtained in CD3OD with a Bruker AVANCE 500 MHz spectrometer equipped with a 1H{13C/15N} cryoprobe and a Bruker AVANCE 500 MHz spectrometer equipped with a 13C/15N{1H} cryoprobe. 13C and 1H shifts and assignments are in Table 2.2. 13C, 
1H, HSQC, HMBC, COSY, ROESY, and TOCSY spectra, can be found in the appendix figures 
S2-S24. 
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3 Structural Models of CYP7B1 to Explain 7β- and 11α-Hydroxylations 
Emma S. Spady, Nathanael J. Rollins, Jeffrey C. Way, and Pamela A. Silver 
3.1 Attributions 
This chapter is adapted from the paper “Mammalian Cells Engineered to Produce New 
Steroids”, published in ChemBioChem in September 2018. Nathan Rollins was instrumental in teaching me how to use Rosetta. He developed the method for incorporating the QM-modeled heme into the protein structure and ran the commands to generate the protein structure predictions discussed. I studied the properties of cytochrome P450s to determine which energetically indistinguishable binding modes were most likely to have occurred. In addition, I made the figures and wrote the manuscript. 
3.2 Introduction 
The cytochrome P450 monooxygenase enzyme superfamily performs a wide variety of important oxidations. In humans, cytochrome P450s process about 75% of all small-molecule drugs, playing a critical role in their pharmacokinetics.156 These enzymes are also interesting from a metabolic engineering standpoint due to their ability to oxidize un-activated carbons.68,157 
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Cytochrome P450s are essential for steroid hormone biosynthesis and metabolism. The steroid- modifying cytochrome P450s are less famously promiscuous than their xenobiotic-processing cousins, but still have the flexibility to accept several steroid isomers in their active sites.158 
Better understanding of cytochrome P450 substrate and product specificity is thus important in pharmacology, endocrinology, and metabolic engineering. 
Steroid-processing cytochrome P450s may perform different reactions on relatively similar substrates. New functionalities are regularly discovered even for well-studied human enzymes. Recently, CYP17A1, typically known as a steroid 17α-hydroxylase and 17α-20-lyase, was found to catalyze 16α-hydroxylation and 6β-hydroxylation.159 In the previous chapter, I demonstrated that CYP7B1, thought to exclusively 7α-hydroxylate steroids, is also capable of 
11α- and 7β-hydroxylation on certain substrates.113 Understanding how these new reactions arise is interesting from a biochemical standpoint, but there are also health implications for human enzymes. As even miniscule amounts of unusual steroid hormone isomers can have biological effects, these enzyme side products are important to understand. 
The cytochrome P450 reaction mechanism enables oxidation of diverse substrates and positions within those substrates. Essentially, the enzyme’s heme coordinates molecular oxygen and activates it by reduction (Fig. 3.1).160 The necessary electrons pass from NADPH through a redox partner protein to reach the cytochrome P450 iron. The reduced oxygen then binds two protons, enabling one oxygen atom to depart as water. The remaining oxygen atom and the porphyrin form a π-radical ferryl intermediate.161 The fate of this highly reactive species, known as compound I, depends on the enzyme under consideration. In the case of monooxygenases, such as CYP7B1 and CYP17A1, the ferryl oxygen will abstract a hydrogen from any nearby 
46 carbon in the substrate (Fig. 3.2).162 
The ferryl hydroxyl quickly binds to the substrate’s resulting carbanion, hydroxylating that position. This releases the iron in the heme, which returns to its initial FeIII state. 
The oxidative power of the unstable ferryl oxygen enables cytochrome P450s to process many substrates. There are few chemical requirements of the substrate, save Figure 3.1. The cytochrome 450 catalytic cycle, from Denisov et al. 2005.160 that it has an oxidizable carbon near the oxygen in the π-radical ferryl. 
The substrate and regio-specificity of a cytochrome P450’s reaction depends solely on the flexibility of Figure 3.2. The carbon hydroxylation mechanism of cytochrome P450 compound I, from Ortiz de the hydrophobic active site. Montellano 2015. The configuration of substituents a, b, and c on the carbon is generally retained through the Cytochrome P450s that process hydrogen abstraction and oxygen rebound.162 diverse substrates, such as the xenobiotic oxidizers CYP3A4/5, CYP2C9, and CYP1A2, have active sites with few specific interactions (described amusingly as “hydrophobic custard” by Korzekwa).163 The steroid- processing cytochromes tend to be more specific, accepting only steroid substrates and holding them at more precise angles for regio- and stereospecific modification.158 Nevertheless, these 
47 active sites are also hydrophobic slots, making it possible for different steroids to be modified differently if they sit off-kilter in the site. Hence if a steroid binds in a particular mode, it is appropriate to assume that the carbon nearest the ferryl oxygen will be hydroxylated. 
I used a protein structure model to understand how the cytochrome P450 CYP7B1 performs different reactions on different substrates. This human enzyme was previously thought to be a steroid 7α-hydroxylase with very minor 7β-hydroxy side products.140 Yet in the previous chapter, CYP7B1 7β- and 11α-hydroxylated the alternative substrates 17α- hydroxypregnenolone (3) and 16α-hydroxyprogesterone (7), respectively (Fig. 3.3). CYP7B1 7α-hydroxylated its native substrate pregnenolone (1) without detectable side products, and 7α-hydroxylated approximately twice as much 3 as it 
7β-hydroxylated.113 The cytochrome P450 mechanism dictates that the orientation of the substrate in the active site determines the regioselectivity of the reaction. Hence a docking model can show which residues may be relevant in driving these D-ring hydroxylated steroids to behave unusually. I used the macromolecular modeling software 
Rosetta to model native substrate 1 and alternative Figure 3.3. Substrates of substrates 3 and 7 binding to CYP7B1, revealing how the CYP7B1 with anticipated hydroxylation sites circled in expected 7α-hydroxylated and unexpected 7β- and 11α- blue and unanticipated hydroxylation sites circled in hydroxylated products could arise. red. Differences between alternative substrates 3 and 7 and the native substrate are in orange and green, respectively. 
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3.3 Results 
The modeling software Rosetta can predict protein structures and dock small molecules into these predictions. It bases its structures on solved crystal structures of homologous proteins.164 Rather than generating one computationally-intensive optimized model, Rosetta generates thousands of preliminary predictions by randomizing residue and ligand positions. 
Next, it adjusts the atoms slightly so no direct clashes form. Then it assigns each preliminary prediction a Rosetta score in Rosetta Energy Units (REUs). This score is intended to correlate with, but not directly represent, the total energy of protein folding and ligand binding. A lower score indicates the structure has optimal physical interactions, solvent accessible surface area, and bond angles.165 In order to test enough protein conformations to be accurate, Rosetta often samples similar conformations more than once. Hence the preliminary structures are typically clustered by root-mean-square deviation of atomic positions (RMSD), and each cluster is represented by its best-scoring member. These representatives must meet a Rosetta score cutoff to be thought of as ‘energetically realistic’. 
As there are no CYP7B1 crystal structures, we used Rosetta comparative modeling to create a model crystal structure into which we could dock steroid substrates.165 I searched for protein structures within 30% sequence identity and 10-4 BLAST confidence of CYP7B1. The structures were required to be bound to substrate analogs, in order to account for induced fit in the binding pocket. The two structures that fit these criteria were of CYP7A1 bound to cholest-4- en-3-one and 7-ketocholesterol. (PDB IDs 3sn5 and 3v8d).166 CYP7A1, a human cholesterol 7α- hydroxylase, is 41% sequence identical to CYP7B1 with 95% coverage. The CYP7A1 structures were used to make rough models of the CYP7B1 apo-enzyme, into which a heme could be inserted. After compound I heme addition, the structures were optimized and scored. Structures 
49 within fifty REU of the lowest-scoring structure were selected and clustered. One best-scoring representative protein from each of the twenty largest clusters was used in further analyses. 
RosettaLigand docked each steroid substrate into this ensemble of CYP7B1 structures and identified energetically feasible binding modes.164 Binding modes with acceptable overall protein fold were identified by their total Rosetta score falling within 65 REU of the lowest- scoring mode. Modes with reasonable steroid position were found by their ΔG-binding-analog 
Rosetta score. The ΔG-analog score is the difference in overall scores when the steroid is present versus absent in a given protein conformation. Structure models with ΔG-analog scores within 4 
REU of the best mode were considered. This threshold is analogous to the score contribution of one hydrogen bond; differences lower than this do not correlate reliably with actual energy.164 
These structures were clustered at 3 Å RMSD between substrate atoms, and the cluster representative was chosen by the lowest ΔG-analog score. This process resulted in 89 binding modes for 1, 71 binding modes for 3, and 92 binding modes for 7 with indistinguishable binding energy (Fig. 3.4). 
Final candidate modes were selected based on information on the cytochrome P450 mechanism. Because only specific product isomers were detected, the only reactive modes must be those that place the hydroxylation site close to the ferryl oxygen. In general, CYP450 crystal structures have substrates positioned with the hydroxylated carbon within 4-5 Å of the heme iron.167 The CYP7A1 structures have distances between C-7 and the heme iron that are consistent with this assertion: 5.0 Å for cholest-4-en-3-one and 4.9 Å for 7-ketocholesterol.168 
The Rosetta model used a compound I heme and represents hydrogens, so the distance between the abstracted hydrogen and the ferryl oxygen could be measured for all binding modes. Binding modes with the relevant hydrogen less than 3.5 Å from the ferryl oxygen were selected for 
50 further consideration. This narrowed the candidate positions to 17 for 7α-hydroxylation of 1, 16 for 7α-hydroxylation of 3, 23 for 7β-hydroxylation of 3, and 22 for 11α-hydroxylation of 7. 
The substrate position in the CYP7A1 homologs determined which binding modes were most likely to occur. First, modes were eliminated if they placed non-reacting hydrogens dramatically closer to the ferryl oxygen than the observed hydroxylation sites. Correct steroid positions were assumed to occupy the same area over the heme as in the CYP7A1 crystal structures, in the direction of the propionate groups (Fig. 3.4A).168 Given these constraints, 
Figure 3.4. Binding modes generated from Rosetta for steroid substrates in CYP7B1. Substrate carbons and oxygens are represented as translucent spheres; color density approximates the number of modes occupying the space. Hemes are aligned for easy comparison of mode distributions. A) CYP7A1 bound to cholest-4-en-3-one, indicating direction of entry tube and tail pocket relative to the heme.166 B) Native substrate 1 binding to CYP7B1. C) Alternative substrate 3 binding to CYP7B1. D) Alternative substrate 7 binding to CYP7B1. 
51 unique structures for the 7α-hydroxylation reactions were found. However, two conformations for the 7β-hydroxylation and the 11α-hydroxylation were deemed possible. 
The ‘tilted’ modes show the steroid rotating lengthwise to bring the relevant hydrogen close to the oxygen (Fig. 3.5AB). The ‘flipped’ modes show the steroid inverted in the binding site, switching the usual locations of the A and D rings (Fig. 3.5CD). Given the narrow entry 
 tube to the enzyme homolog CYP7A1, the steroids 
 cannot turn end-over-end after entering the protein. 
The flipped orientations would therefore require the 
 steroids entering the tube A-ring-first, instead of the 
 tail-first entry proposed for CYP7A1 substrates.168 
Yet A-ring-first entry is unlikely; otherwise, the 
 native substrate 1 could presumably enter this way 
Figure 3.5. Candidate binding modes and become hydroxylated at positions other than 7α. to explain 7β-hydroxylation of 3 and 11α-hydroxylation of 7 relative to the Thus the ‘tilted’ binding modes are the best CYP7B1 heme. A) 3 binding in ‘tilted’ mode. B) 7 binding in ‘tilted’ hypotheses for how CYP7B1 7β-hydroxylates 3 and mode. C) 3 binding in ‘flipped’ mode. D) 7 binding in ‘flipped’ mode. 11α-hydroxylates 7. 
These structure models suggest that unexpected CYP7B1 activities on 3 and 7 arise from these substrates shifting out of a tight pocket and tilting relative to the reactive ferryl oxygen. 
Cytochrome P450s typically hydroxylate the carbon closest to the ferryl oxygen; the mechanism does not require any activation of the substrate, though the transient carbanion intermediate formed favors carbons adjacent to double bonds.162 As C-7 is adjacent to a double bond in native substrate 1 and the alternative substrate 3, it is a particularly good hydroxylation site, and thus observed in their products (Fig. 3.6BC). However, 3’s 17α-hydroxyl does not permit it to occupy 
52 the same binding position as 1 in our model. The hydroxyl forces 3 into a wider channel to the left in the figure, where the steroid can tilt to result in 7β-hydroxylation (Fig. 3.6D). 7’s 16α- hydroxylation would also result in a steric clash, which implies it will also shift out of 1’s binding pocket. The severity of this clash may drive 7 to rotate dramatically, resulting in the observed 11α-hydroxylation (Fig. 3.6E). 
Overall, the hydroxyls’ steric clashes appear to drive steroid positioning more than their potential for hydrogen bonding. The D-ring hydroxyls of 3 and 7 do not form hydrogen bonds in any of the model structures, but nevertheless change these substrates’ binding modes. The side view of CYP7B1’s native substrate, pregnenolone (1), shows its tight fit in a hydrophobic binding pocket with little room beneath the D-ring (Fig. 3.6F). This fit may hold the substrate steady to ensure hydroxylation exclusively at position 7α. Functional groups at C-16 and C-17, such as those in 3 and 7, can disrupt this fit to cause the observed loss of reaction specificity. 
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Figure 3.6. Predicted structures of the CYP7B1 active site with steroid substrates 1 (blue), 3 (orange), and 7 (green). A) Cartoon representation of holo-CYP7B1 with 1. B-E) Structural models of CYP7B1 permitting 7α-hydroxylation of 1 (B) and 3 (C), 7β-hydroxylation of 3 (D), and 11α-hydroxylation of 7 (E). The red dashed line highlights the positions of the reactive ferryl oxygen and the observed hydroxylation site. F) Side view of native substrate 1 in active site. Yellow dashed lines indicate the proximity of steroid carbons C-16 and C-17 to the edge of the binding pocket. Distances are in Angstroms. 
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3.4 Discussion 
Using Rosetta, I generated a structure model to explain the 7β-hydroxylation of 17α- hydroxypregnenolone (3) and the 11α-hydroxylation of 16α-hydroxyprogesterone (7) by 
CYP7B1. This human enzyme was previously thought to exclusively 7α-hydroxylate steroids, such as its native substrate pregnenolone (1). Based on the docking results, it is most likely that the hydroxylations below the D-ring in 3 and 7 push the steroid out of a tight binding pocket. 
This causes 3 and 7 to tilt relative to the native substrate 1, permitting the unusual hydroxylations. 
There are several residues in CYP7B1 that could be mutated to test whether the bulky residues near the pregnenolone D-ring influence hydroxylation regiospecificity. The heme is immediately below C-16 in the pregnenolone binding mode, but shrinking residues above the steroid could allow for more space. Leucine 182 and phenylalanine 252 could be mutated to alanine and leucine, respectively. These might enable 7α-hydroxylation of 7 and an increase in the 7α-hydroxylation of 3 relative to 7β-hydroxylation. However, many of the atoms bordering the D-ring are in the backbone of an alpha helix, and thus are difficult to intentionally shift. 
Another way to support this theory would be to replace small residues with larger amino acids. 
This might shift 1 to the wider area, enabling 7β- or 11α-hydroxylation. In particular, replacing glycine 251 with isoleucine could block a large part of the native substrate binding pocket. 
While it is frustrating that Rosetta alone cannot distinguish a best binding mode, the set of equal modes may reflect actual positions the steroids occupy. As previously discussed, cytochrome P450s have flexible active sites resembling hydrophobic slots.163 Thus the steroid might be capable of occupying many of the spaces indicated by the preliminary model set, at least temporarily. These model structures also show steroids may occupy space above and to the 
55 left of the heme (Fig. 3.4). This is consistent with the established mechanism by which the steroid enters the active site. CYP7A1 has a hydrophobic tube in this position that extends from the heme to the top of the protein where it borders a endoplasmic reticulum membrane.168 It is reasonable to believe that the homolog CYP7B1 would also take up its substrates from this direction, so Rosetta’s placement of steroids in that area is rooted in a real phenomenon. 
Rosetta’s inability to distinguish steroid binding modes is not unusual, as it is extremely difficult to predict cytochrome P450 action de novo. Cytochrome P450 modeling is a field of intense study, largely because of its implications in identifying toxic drug metabolites. For those enzymes with large, extremely flexible active sites, it is helpful to consider which carbons in a substrate are most likely to react.169 However, this is inappropriate for the more specific active sites of the steroid-modifying cytochrome P450s. Models using programs such as GOLD, 
AutoDock, or FlexX consider substrate orientation in the active site, typically making the assumption that carbons within 6 Å of the heme iron can be processed. Unfortunately, these only predict about 80% of modification sites within their top two results.170 In addition, these docking models are heavily reliant on available crystal structures bound to similar substrates, in part due to active site flexibility.171 As CYP7B1 had no available crystal structures, we doubt that these other methods could have outperformed Rosetta. 
Our method for predicting alternative substrate binding modes in CYP7B1 could easily be repeated for other steroid-modifying cytochrome P450s. New enzyme activities can be found during indirectly related efforts, so their discoverers may not be interested in pursuing the reaction mechanism experimentally. Rosetta is not commonly used to dock ligands into existing cytochrome P450s, though it has been used to engineer the overall fold of novel 
56 metalloenzymes.172 This fast and relatively simple method for modeling an unexpected reaction will be helpful to researchers who cannot investigate it experimentally. 
3.5 Methods 
We generated comparative models for CYP7B1 binding steroids based on crystallized enzymes with Rosetta165. The algorithm selects for structures with optimal physical interactions, solvent accessible surface area, and bond angles by assigning structures a Rosetta score; lower 
Rosetta Energy Unit (REU) values suggest more energetically favorable conformations.165 The two solved structures within 30% sequence identity and 10-4 BLAST confidence, and bound to chemically similar substrates, were PDB IDs 3sn5 and 3v8d166. We threaded the sequence of 
CYP7B1 onto the coordinates of those structures and combined fragments of each to create ten thousand hybrid models of CYP7B1164,165. The heme was inserted according to the original crystals’ bond angles and obabel-derived partial charges; this was followed by all-atom optimization173. ~2500 reasonable structures were identified by their Rosetta score falling within fifty REU of the lowest-scoring structure and were clustered at 3 Å RMSD. 
An ensemble of the twenty best-scoring CYP7B1 conformations were used in docking 1, 
3, and 7, generating ten thousand binding predictions for each steroid. Typical parameters for these RosettaLigand docking runs were used: the steroid was randomly placed within 5 Å of the binding pocket center, coarsely fit inside, and accommodated by sidechains within 5 Å164. 
Energetically feasible binding modes were identified by their overall Rosetta score within 65 
REU of the best mode by overall score (to account for variations between the ensemble models), and their ΔG-binding analog score within 4 REU of the best mode (analogous to the score contribution of one hydrogen bond). These structures were clustered at 3 Å RMSD between 
57 substrate atoms, and the cluster representative was chosen by the lowest ΔG-binding analog score. 
RMSD clustering for protein structures was performed by first finding the distance between each structure and every other. PyMOL was used to align all structures, then we computed the root mean squared Euclidean distance between every carbon. The clustering was then performed by complete hierarchical linkage, extracting cluster branches with a cutoff 
RMSD of 3 Angstroms. When clustering binding modes by RMSD, the enzymes themselves are aligned according to the active site coordinates. The RMSD between each binding mode is then found as the root mean squared Euclidean distance between every atom shared in the substrate molecules. 
This resulted in approximately seventy energetically comparable structures per steroid. 
As it was not possible to determine the best binding mode by energy alone, other information was incorporated to identify the modes shown. We selected conformations that placed the hydroxylation site within 3.5 Å of the ferryl oxygen, as these are the only modes capable of mediating the observed reactions. We avoided conformations that would require unlikely substrate trajectories into the active site, instead choosing those that resembled the orientations of substrates in the homologous crystals (as discussed in the results section). Thus we produced a binding mode for each hydroxylation mode for each substrate, for a total of four models. Please refer to the supplemental files for structure model files for all apo-enzyme conformations as well as the final binding modes. 
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4 Pharmacokinetic Model of a Glucocorticoid- Binding Antibody Fusion Protein 
Emma S. Spady, Jeffrey C. Way, and Pamela A. Silver 
4.1 Attributions 
The anti-inflammatory antibody fusion protein was initially designed by Dr. Jeffrey Way. 
We agreed it would be interesting to model its action, so I set up the system and found the relevant constants from the literature. Some initial fusion protein constructs were expressed, but their pharmacokinetically-relevant parameters were never measured. This work is entirely unpublished. 
4.2. Introduction 
Anti-inflammatory steroids efficiently treat autoimmune conditions, but have numerous side effects due to activity in off-target tissues. These drugs mimic endogenous cortisol to bind to the glucocorticoid receptor (GR) located in the cytoplasm of leukocytes, hepatocytes, and osteoblasts. The GR then translocates to the nucleus, where it decreases immune response in leukocytes, but triggers glucose release in hepatocytes and decreases bone growth in osteoblasts.25 This system prepares the body for stress, increasing blood sugar for fight-or-flight while decreasing costly maintenance functions. These global effects of glucocorticoids, also 
60 known as corticosteroids, prevent their long-term use outside of local application.12 External surfaces, such as the skin and respiratory tract, can be targeted by using formulations that prevent steroids from reaching the bloodstream or steroid derivatives that degrade quickly.83,86 Yet many common and debilitating autoimmune diseases, such as lupus or rheumatoid arthritis, require glucocorticoids to reach cells deep inside the body. 
Antibody fusion proteins, which can selectively bind desired cell types to deliver a cargo domain, have resolved these targeting problems for cytokines. The strategy taken for these 
‘chimeric activators’ could improve many classes of therapeutics. Essentially, these drugs consist of a signaling domain fused to an antibody that exclusively binds a target cell. Mutations decrease the signaling domain affinity, so the relevant receptor only activates upon antibody binding. For example, erythropoietin signaling on red blood cell precursors alleviates anemia, but erythropoietin binding to megakaryocytes increases thrombosis.174 To improve therapeutic index, Burrill et al. constructed an antibody fusion protein consisting of anti-glycophorin A, which exclusively binds hematopoietic cells, and an erythropoietin with decreased receptor affinity.175 Similarly, Garcin et al. made an interferon alpha-2 with decreased affinity fused to an anti-PD-L2 nanobody, which decreases leukopenia in mice while triggering STAT1 activation in select splenocytes.176 
Antibody-drug conjugates (ADCs) can carry small molecules to desired cell types, using covalent linkers to bind the molecule to the antibody. These face several obstacles that do not apply to the chimeric activators described above. Firstly, the small molecule component of an 
ADC must have a site which can be modified to attach to the antibody. The covalent linker must then be cleaved to release the drug, and the small molecule must usually enter the cell to take effect.97 The current approved ADCs are used in cancer treatment, delivering cytotoxic 
61 compounds to tumor cells.177 However, research into anti-inflammatory ADCs is gaining traction.98 ADCs can deliver promiscuous kinase inhibitors, such as dasatinib or PDE4 inhibitors, exclusively to leukocytes, preventing side effects.111,112 Antibody-glucocorticoid conjugates have been studied in recent years. An anti-CD163-dexamethasone targets macrophages and is capable of sparing hepatocytes.99,100 A carefully-designed fluticasone derivative conjugated to an anti-
CD74 antibody selectively affects B cells and not T cells, even when they are co-cultured.101 
With these concepts in mind, Jeff Way VH and I envisioned a glucocorticoid-carrying Anti- VL leukocyte antibody fusion protein. This single polypeptide minibody CH2 would consist of an anti-leukocyte single chain CH3 variable fragment (scFv) and a glucocorticoid- binding domain (Fig. 4.1). Glucocorticoids could be loaded onto the fusion protein, and the protein CBG or GR LBD Steroid-binding domain would expose only cells expressing the relevant antigen to the small molecule inside. The non- Figure 4.1. Schematic of a steroid targeting fusion protein. covalent glucocorticoid attachment could allow the protein to pick up stray steroid diffusing out of the desired cells, or even to carry endogenous cortisol to the target. While this drug is not a covalent ADC, it uses an antibody to deliver a small molecule, and thus ADC-related methods are relevant to its design. 
Pharmacokinetic and molecular mechanism models can predict which features should be included in this antibody fusion protein drug. The basic design concept allows for many choices; the antibody target, the glucocorticoid, and the protein’s steroid and antigen affinities could dramatically change the drug action. Modeling relevant compartment pharmacokinetics and 
62 biochemical mechanisms could direct these choices, resulting in a more effective design. Rate constants, abundances for different molecules, and compartment volumes are available from literature, which can be assembled into an ordinary differential equation (ODE) model.107,108 
Pharmacokinetic and mechanistic models of ADCs are necessarily complex. The protein component’s target binding affects the distribution of different drug subspecies. The small molecule component, when freed, also has its own pharmacokinetic properties.105 Compartment- level distributions must be integrated with subcellular compartments and processes, resulting in a multiscale systems pharmacology model for even this relatively simple system.178 
I used the dMod package in R to model the pharmacokinetics of a glucocorticoid-binding antibody fusion protein. The protein design is distinct from traditional ADCs in that free steroid can reassociate with the protein, adding to the system complexity. This model predicts several features that would improve drug efficacy, such as targeting a fast-internalizing antigen and loading a less permeable steroid cargo. It also suggests that protein without pre-loaded steroid could be used to carry endogenous cortisol to desirable cell types. 
4.3 Results 
This model considers a fusion protein consisting of an anti-CD45 minibody and a glucocorticoid binding domain (Fig. 4.2). CD45 was selected as the antibody target because it is found on all leukocytes, and no off-target cell types, such as hepatocytes or osteoblasts.179 The 
BC8 variable region was used in this initial protein design, and was chosen based on its successful delivery of radioactive compounds to CD45-expressing cancers.180 The IgG constant 
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Figure 4.2. Schematic for relevant processes in steroid delivery via a glucocorticoid-binding antibody fusion protein. fragment of the minibody enables neonatal Fc receptor recycling, and thus an extended serum half-life.181 The steroid-binding domain could be based on corticosteroid binding globulin (CBG) or the steroid-binding domain of GR. The model uses the steroid on- and off-rates associated with GR, as its affinities to various synthetic glucocorticoids are better characterized.182 This protein will deliver fluticasone propionate, chosen because of its high affinity to glucocorticoid receptor and its relatively short half-life in humans.183 A wide variety of other synthetic glucocorticoids are available, and any could theoretically be loaded into this fusion protein if different properties are required. The engineered protein will form a homodimer, with each unit 
64 binding two CD45 receptors and two glucocorticoid molecules. To simplify the model, each molecule of protein is represented as a unit capable of binding one receptor and one glucocorticoid molecule. 
The R package dMod was used to generate and solve an ordinary differential equation 
(ODE) model, which provides a concentration over time for drug-derived molecules in on- and off-target cells.184 The relevant cells and tissues are simplified into a system of four compartments, as is typical in pharmacokinetic models. The fusion protein begins in the ‘blood’ compartment and delivers steroid to ‘on-target cytoplasm’ via internalization into an ‘on-target endosome’. Free steroid can diffuse from the ‘blood’ to an ‘off-target cytoplasm’, which has twice the volume of the ‘on-target cytoplasm’. The fusion protein may bind steroid and antigen. 
The steroid can also bind the glucocorticoid receptor in the on- and off-target cytoplasm compartments. I used these constraints to construct the ODE model, in which eight chemical species interconvert via 39 chemical reactions with 22 rate constants (Fig. 4.3). The rate constant and volume parameter values have varying degrees of accuracy, internally and with respect to this application. Nevertheless, this simplified approach can suggest which aspects of a glucocorticoid-targeting antibody drug could be altered to improve its function. In the model, this efficacy is reflected in the difference in glucocorticoid receptor occupancy between on- and off-target cells. 
An increased rate of target receptor endocytosis is critical to the fusion protein’s ability to deliver glucocorticoid. CD45 receptor is not actively endocytosed upon antibody binding, resulting in a slow fusion protein uptake and extended half-life. Antibody fusion protein bound to CD45 spends too long in the ‘blood’ compartment, which allows the glucocorticoid to dissociate, diffuse across the off-target cell membrane, and bind to the off-target glucocorticoid 
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66 receptor. Fortunately, there are many receptors found on leukocyte subtypes that undergo clathrin-mediated endocytosis, such as CD163, CD11a and CD74. Antibody drugs have been designed to bind these receptors, so suitable scFv sequences exist that trigger internalization and degradation.99,101,112 Rate constants from EGFR internalization were used to represent the speed of this process, as it is well- studied. Increasing the receptor internalization rate from 5.0×10-4 to 5.5×10-3 sec-1 and degradation rate from 2.26×10-5 to 1.65×10-4 sec-1 dramatically improves the maximum on-target glucocorticoid receptor occupancy (Fig. 4.4). Figure 4.4. Increased receptor endocytosis and degradation improves the fraction of GR occupied in on- Histidine switching to target versus off-target cells. release glucocorticoids in the endosome does not improve steroid targeting in this system. Histidine switching takes advantage of histidine protonation in the pH 5.5 environment of the endosome. Engineered proteins with correctly placed histidines will have increased dissociation rates for ligands in this compartment, potentially improving their pharmacokinetics.185 In this system, release of antibody from the target receptor does not have much effect on GR occupancy, as the receptor-bound antibody degradation rate of 1.65×10-4 sec-1 is close to the free antibody degradation rate of 3.70×10-4 sec-
1. Thus it is only appropriate to consider whether histidine switching to release steroid from the fusion protein could improve targeting. Initially, the effect of a ten-fold increase in steroid-fusion protein dissociation rate was modeled. This is generous, as the largest affinity difference between 
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 pH 5.5 and pH 7.4 for a 
 histidine switched protein is 
 only 6.8-fold.185 This ten-fold 
 change made no difference in 
GR occupancy; a 5,000-fold 
 increase in glucocorticoid off-
 rate is needed for an easily-
 observable change (Fig. 4.5). Figure 4.5. Increased dissociation of steroid in endosome When the dissociation rate does not improve GR occupancy in on-target cells. -1 passes 1 sec , at an increase of 50,000 from the original rate, the occupancy behavior shifts entirely, as shown. Unfortunately, a dissociation rate increase of even 100-fold would be hard to achieve without decreasing the steroid binding at pH 7. Thus histidine switching is unlikely to improve the fusion protein performance. 
The small molecule-determined parameters of glucocorticoid receptor affinity, steroid- fusion protein affinity, and permeability can change system behavior substantially. This allows for potential improvements from a change in glucocorticoid. Decreasing steroid permeability increases targeting efficacy, such that a steroid that diffuses half as quickly increases on-target receptor occupancy (Fig. 4.6). However, changing steroid parameters might necessitate selecting a molecule with less affinity for the fusion protein and the glucocorticoid receptor. Thus I considered the system tolerance to a faster off-rate from both of these binding domains. A steroid with a two-fold or even four-fold faster GR and fusion protein off-rate is capable of accumulating in on-target cells, even with the original fluticasone permeability constant (Fig. 
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4.7). Hence this fusion protein could be loaded with different glucocorticoids if decreased permeability or other properties are required. 
Fusion protein without pre-loaded steroid could use endogenous cortisol to increase on-target cell GR occupancy. This Figure 4.6. Decreased steroid permeability, resulting in a proportional decrease in diffusion rate, increases GR concept was considered by adding occupancy in on-target cells and decreases occupancy in off-target cells. fusion protein without pre-bound steroid to a system with free cortisol in the ‘blood’ compartment. However, entering a ‘blood’ cortisol concentration of 4.14×10-8 M, the average in human plasma, occupied more than 60% of GR in on- or off- target cells (Fig. 4.8).186 This is Figure 4.7. Targeted delivery decreases but is not eliminated with decreased steroid affinity, as represented likely due to the oversimplified by a faster steroid-fusion protein dissociation rate and a faster steroid-GR dissociation rate. nature of the model. In order to consider this scenario further, an initial ‘blood’ compartment cortisol concentration of 4×10-9 was used. This occupies 16% of GR in all cells when fusion protein is absent. With the 
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 assumption that total cortisol is in a 
 steady state, the rate of free steroid 
 degradation in the blood was set to 
 zero. The steroid-GR on- and off-
 rates were adjusted for cortisol, 
 which has a lower receptor affinity 
 than fluticasone propionate.187 GR 
Figure 4.8. Literature values of cortisol in blood flood occupancy in two-to-one, one-to- GR in all cells in this model, requiring approximate lower values for downstream use. one, and one-to-two ratios of 
 fusion protein to antibody are 
 compared in Figure 4.9. 
Increased fusion protein results in 
 higher maximum GR occupancy 
 and longer occupancy difference 
 between on- and off-target cells. 
While large quantities of fusion 
 protein would be needed to bring Figure 4.9. Fusion protein can carry endogenous cortisol to occupy on-target cells’ GR, even when the cortisol cortisol selectively to the targeted concentration exceeds the fusion protein concentration. cell type, it is theoretically feasible given these system parameters. 
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4.4 Discussion 
This ODE model identified several important characteristics that should improve a glucocorticoid-binding antibody fusion protein. Firstly, the antigen chosen must be endocytosed quickly upon protein binding. A less-permeable glucocorticoid derivative could improve targeting, even if it had lower affinity for the receptor or the protein. Meanwhile, releasing glucocorticoid or fusion protein in the endosome via histidine switching does not increase selectivity. In addition, the fusion protein could shepherd endogenous cortisol to the antigen- bearing cell type. 
The ODE model is relatively sensitive to the values of certain essential rate constants, and the available literature values might not be accurate for this system. In particular, the free steroid diffusion rate between compartments affects the GR activation cell-type specificity. This parameter depends on the surface area of the compartment, which requires accurate measures of the targeted cell type. It also requires an estimate of a permeability constant.101,188 While there are references for all of these calculations, it is hard to ascertain if the diffusion rates are correct. 
In addition, the rates of target antigen endocytosis and free antibody degradation in the endosome are both rough estimates. It can be difficult to find even apparently simple characteristics, such as volume, surface area, and abundance of a given cell type. While the 
BioNumbers website aggregates this type of information, it was often missing the values this model required.189 
Throughout this project, I noticed a distinct lack of software packages with support for multiscale pharmacology ODE models. The concept is not difficult, nor are the relevant mathematics, but most packages are not adapted for both separate compartments and many molecule types. The number of distinct chemical species from the fusion protein binding antigen 
71 and steroid overwhelmed MATLAB’s SimBiology GUI, despite its intuitive handling of multi- compartment systems. BioNetGen’s RuleBender had excellent shortcuts for indicating combinatorial chemical species, but I had trouble with compartmentalization even with expert advice.190 In addition, the RuleBender integrator behaved oddly when working with small numbers, which are necessary when working in terms of molarity rather than molecules. After switching to R, my strongest language, I found dMod, a flexible and powerful chemical ODE generator.184 Despite the straightforward addReaction() function, I found the documentation inaccessible. dMod also has bug in which intercompartment transfer rates must be divided by the volume of the destination compartment. I found this through trial and error when glucocorticoid failed to distribute evenly between compartments, even without other molecules in the system. 
Given that multi-scale pharmacokinetic models are quite easy to imagine, and the mathematics is easier still, the lack of intuitive packages is surprising. 
The fusion protein modeled here was considered before a recent wave of research on antibody-glucocorticoid conjugates. Jeff Way first proposed the protein design in spring 2016, and I developed the model that September. At the time, we were only aware of the Moestrup group’s 2012 paper on an anti-CD163-dexamethasone ADC.99 In September 2016 and March 
2017, the Moestrup group published further research on this drug, finding its ability to treat liver inflammation.91,100 The aforementioned anti-CD74-fluticasone phosphonate, from a team at 
Merck, was published in 2018.101 While our project halted in 2017, considerations of antibody- based methods for glucocorticoid targeting were clearly prescient. 
If this project had continued, the next step would be to measure relevant biochemical and physiological constants. Once protein designs were expressed, in vitro interferometry experiments using the ForteBio BLItz could accurately measure rate constants for antigen and 
72 glucocorticoid binding. Rates of receptor internalization and antibody degradation after endocytosis could be measured in tissue culture by incorporating a fluorescent domain into the fusion protein. The dMod package can fit pharmacokinetic parameters, such as compartment volumes and diffusion rates, to results from in vivo experiments.184 These measurements would reveal the weaknesses of the model, and accounting for these discrepancies would improve the model. The improved model could then direct new design features for the protein, creating a more efficient drug development process. Using these methods, this fusion protein could become the first non-covalent antibody-based small molecule delivery system. 
4.5 Methods 
The protein drug design was used to set up a pharmacokinetics compartment system for the ODE model (Table 4.1). The ‘blood’ compartment contains the total volume of blood and extracellular fluid in an average human, about 18 liters.191 The antibody-steroid drug begins in this ‘blood’ compartment, as antibody drugs are typically injected. The cytoplasm of all leukocytes combined forms an ‘on-target cytoplasm’ compartment, which excludes the volumes of the cells’ nuclei. The ‘on-target cytoplasm’ has a total volume of 0.059 L and a plasma membrane surface area of 13,000 dm2, which faces the ‘blood’ compartment. These on-target cells have a relevant ‘endosome’ compartment, consisting of their pooled endosome volumes. 
This ‘endosome’ has 0.0033 L of volume and 3900 dm2 of surface area, which separates it from the ‘on-target cytoplasm’. Table S2 in the appendix contains details on the calculation of these leukocyte-related values. Finally, an ‘off-target cytoplasm’ was defined as representing cells in which glucocorticoids have an undesirable effect. The ‘off-target cytoplasm’ has twice the volume and surface area of the ‘on-target cytoplasm’, in order to simplify comparisons. The ‘off-
73 target cytoplasm’ has the same access to the ‘blood’ as the ‘on-target cytoplasm’. There is no off-target endosome represented because without receptor, the endosome does not play a significant role in steroid distribution. 
Table 4.1. Volumes, surface areas, and initial concentrations used in the ODE model of fusion protein steroid delivery. Refer to Table S2 in the appendix for calculations and original literature values. Parameter Value Sources Name Total human extracellular 18 Davies 1993191 VolB volume (L) Total leukocyte cytoplasm 5.9E-02 Ting-Beall 1993192, VolC1 volume in human (L) Segel 1981193, Schmid- Schonbein 1980194 Total leukocyte endosome 3.3E-03 Corlier 2015195, Sarkar VolE volume in human (L) 2003196 Total leukocyte plasma 1.3E+04 Schmid-Schonbein SAplasma1 membrane surface area in 1980194 human (dm2) Total leukocyte endosome 3.9E+03 Yogurtcu 2018197 SAendo surface area in human (dm2) Ratio of off- to on-target 2 N/A OfftoOnRatio cells Initial concentration of CD45 3.99E-09 Peyron 1991198, initamts["rcep_B"] receptors in blood (M) Bausch-Fluck 2015199, Matthews 1991200 Initial concentration of CD45 6.54E-06 Peyron 1991198, initamts["rcep_E"] receptors in endosome (M) Bausch-Fluck 2015199, Matthews 1991200 Initial concentration of 8.99E-08 Biggin 2011201 initamts["glcr_C1"], glucocorticoid receptors in initamts["glcr_C2"] leukocytes (M) Initial concentration of 1E-10 N/A initamts["abgbxster_B"] antibody drug in blood (M) 
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Eight chemical species are present in these compartments. Four free molecules are shown: steroid, fusion protein, antigen receptor, and glucocorticoid receptor. The fusion protein can bind or release the antigen receptor and the steroid, resulting in three more chemical species. 
Glucocorticoid receptor can also bind steroid, creating an occupied glucocorticoid receptor. 
Initial concentrations of all species are listed in Table 4.1. Glucocorticoid receptor is located in the cytosol of on- and off-target cells; it is assumed to be entirely free of steroid ligand at the beginning of the simulation and equally abundant in both cytosolic compartments. The ratio of occupied to total glucocorticoid receptor in a cytosol compartment is used as a proxy for steroid response. 
These chemical species interconvert and move between compartments via 39 reactions, which were entered into the R package dMod.184 The reactions use 22 rate constants, which can be found in Table 4.2. Some of these constants were used as-is or required only a unit conversion. For calculated values, parameter inputs and calculation methods are shown in Table 
S2 in the appendix. The code used to generate the model and compare the effects of parameter changes can be found in the supplemental files. The chemical concentrations are in terms of molarity, volume is in liters, surface area is in dm2, and time is in seconds. Rate constants are in sec-1 or M-1sec-1 , as appropriate. The dMod package solves the ODE system generated by the input reactions, giving the concentrations of each species in each compartment over time. 
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Table 4.2. Rate constants used in the ODE model of fusion protein steroid delivery. Asterisks indicate calculations more complex than unit conversions from the literature; refer to Table S2 in the appendix for more information. 
Rate Constant Value Units Source Name Antibody-receptor association rate 1.00E+06 L mol-1 sec-1 Raman 1992202 k01, k21 Antibody-receptor dissociation 3.86E-04 sec-1 Matthews 1991200, k02, rate Lin 2006180 k22 Glucocorticoid binding domain- 3.98E+04 L mol-1 sec-1 Hogger 1994182 k03, steroid association rate for k23 fluticasone propionate Glucocorticoid binding domain- 2.20E-05 sec-1 Hogger 1994182 k04, steroid dissociation rate for k24 fluticasone propionate Glucocorticoid binding domain- 3.76E+04 M-1 sec-1 Eliard 1984187 k03, steroid association rate for cortisol k23 Glucocorticoid binding domain- 7.71E-04 sec-1 Eliard 1984187 k04, steroid dissociation rate for k24 cortisol Receptor internalization rate for 5.50E-03 sec-1 Sigismund 2008203 k05 actively endocytosed receptor (fast) Receptor externalization rate for 1.83E-02 sec-1 Sigismund k25 actively endocytosed receptor 2008203* (fast) Receptor internalization rate for 5.00E-04 sec-1 Alberts 2002204 k05 passively endocytosed receptor (slow) Receptor externalization rate for 1.67E-03 sec-1 Alberts 2002204* k25 passively endocytosed receptor (slow) Antibody drug degradation rate in 2.01E-06 sec-1 Keizer 2010181 k06 blood compartment Steroid degradation rate in blood 3.08E-05 sec-1 Allen 2013183 k07 compartment for fluticasone propionate Steroid degradation rate in blood 0 sec-1 Assuming constant k07 compartment for cortisol total cortisol amount Steroid diffusion rate from blood 1.61E-06 M-1 sec-1 Brandish 2018101* k08 to on-target cytoplasm Steroid diffusion rate from on- 4.91E-04 M-1 sec-1 Brandish 2018101* k28 target cytoplasm to blood Steroid diffusion rate from blood 6.44E-06 M-1 sec-1 Brandish 2018101* k38 to off-target cytoplasm Steroid diffusion rate from off- 9.83E-04 M-1 sec-1 Brandish 2018101* k48 target cytoplasm to blood Steroid diffusion rate from on- 2.70E-08 M-1 sec-1 Brandish 2018101* k09 target cytoplasm to endosome 
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Table 4.2 (Continued). Rate Constant Value Units Source Name Steroid diffusion rate from 4.83E-07 M-1 sec-1 Brandish 2018101* k29 endosome to on-target cytoplasm Free antibody degradation rate in 3.70E-04 sec-1 Huotari 2011205 k10 endosome Receptor degradation rate in 1.65E-04 sec-1 Sigismund 2008203 k11 endosome for actively (fast) endocytosed receptor Receptor degradation rate in 2.26E-05 sec-1 Minami 1991206 k11 endosome for passively (slow) endocytosed receptor Steroid to glucocorticoid receptor 3.98E+04 M-1 sec-1 Hoffer 1994182 k12 association rate for fluticasone propionate Steroid to glucocorticoid receptor 2.20E-05 sec-1 Hoffer 1994182 k13 dissociation rate for fluticasone propionate Steroid to glucocorticoid receptor 3.76E+04 M-1 sec-1 Eliard 1984187 k12 association rate for cortisol Steroid to glucocorticoid receptor 7.71E-04 sec-1 Eliard 1984187 k13 dissociation rate for cortisol 
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5 Conclusion 
In this brief conclusion, I will suggest how we can make good on the promise of steroid drugs. In the introduction, I cover two approaches towards the goal of developing steroid-based drugs with fewer side effects. The first approach is to develop more selective steroid receptor modulators (SSRMs). Steroidal SSRMs are underexplored due to challenges in regio- and stereo- selective synthesis. Chapter 2 demonstrates a potential solution by using steroid biosynthetic enzymes to intentionally generate novel molecules. This could make new modifications around the steroid ring structure accessible for medicinal chemistry optimization. The second approach is to use sophisticated macromolecules that deliver steroids exclusively to on-target cells. These macromolecules are essentially altering the steroid pharmacokinetics, so modeling these properties should accelerate drug development. Chapter 4 shows a pharmacokinetic model for an innovative antibody fusion protein with reversible steroid binding, which could carry synthetic or endogenous glucocorticoids to leukocytes. The biosynthetic and pharmacokinetic techniques used in this dissertation are not recent developments, but had never been applied to steroids. 
This naturally leads to a question: Why are there not improved steroid drugs already? 
Few innovations in SSRMs, outside of SERMs, have reached the market. This is surprising, given the clinical importance of androgens, progestins, and especially glucocorticoids. Part of this can be attributed to an emphasis on cancer research at the expense of other conditions and diseases. However, I believe much of the problem lies in a dearth of interdisciplinary research. If 
78 organic chemists and biochemists were to collaborate more frequently, the use of biocatalysts as tools to synthesize novel steroids would be obvious. Similarly, multi-scale pharmacokinetics models would always be used to steer macromolecule drug development if more biologists and biochemists were trained in computer programming. 
It is not a coincidence that all the SSRMs on the market are selective estrogen or androgen receptor modulators (SERMs / SARMs) with applications in cancer treatment. These 
SERMs and SARMs are primarily developed to treat breast and prostate cancer, respectively, which are serious public health concerns. 2,015,013 new cases of breast cancer and 2,128,974 cases of prostate cancer were diagnosed in Americans between 1999 and 2008.207 Nevertheless, systemic glucocorticoids are used by a similar number of Americans. Between 1999 and 2008, 
2,513,259 Americans were prescribed oral anti-inflammatory steroids.9 Cancer research generally receives more funding in the United States than research on autoimmune disorders, many of which could be treated with improved glucocorticoids. The National Institutes of Health spent $5,389 million on cancer research in 2015, compared to only $822 million on autoimmune disease research.208 However, these conditions affect similar numbers of people. 10.3 million people alive today in the U.S. have had a cancer diagnosis in the past thirteen years, and cancer killed 9.6 million people between 1999 and 2015.207 Meanwhile, autoimmune diseases affect 
23.5 million people in the U.S.208 Some funding discrepancy can be attributed to cancer’s potential lethality, whereas many of the inflammatory conditions degrade quality of life long before they kill. Nevertheless, autoimmune disorders cause a great deal of suffering, which could be alleviated by improved steroid drugs. Increased funding for the treatment of autoimmune diseases would help selective glucocorticoid receptor modulators get the attention and research they deserve. 
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Collaboration between biochemists and organic chemists will allow biocatalysts to become widely adopted in steroid synthesis. The steroid biosynthesis concepts demonstrated in this dissertation should be applied to more important steroid-modifying reactions. My reading during this project covered dozens of steroid-modifying enzymes; between them, this set of enzymes could theoretically alter any carbon in the steroid ring structure or tail. However, it was unclear which enzymes would be the most relevant to making interesting products. A collaborator with a background in organic chemistry might have known which atoms in steroids are particularly challenging to alter with organic methods. They could also recognize which enzymatically-added functional groups are conducive to further modification by synthetic means. 
As I could not distinguish which reactions would be the most interesting, I tested as many steroid-modifying enzymes as I could. I chose to pursue CYP7B1 partially because there were commercially-available substrates that could become novel products with a single 7α- hydroxylation. Unfortunately, 7α-hydroxylation is not as chemically interesting as some of the other enzymes’ reactions. Many steroids have a C-5-6 double bond, which allows the adjacent C-
7 to be selectively oxidized.145 I did not know of this method to add a ketone at C-7 until a reviewer informed me. Any future steroid biosynthesis projects should involve an organic chemist collaborator to identify which reactions, and thus which enzymes, would truly improve the field. 
If multiscale pharmacokinetic models are to become standard in drug design, training for biochemists and biologists must involve basic programming. Coursework in drug design should introduce pharmacokinetics software; I was introduced to MATLAB’s SimBiology package in such a class. While I ultimately used R instead of MATLAB, I would not have considered a modeling approach at all without this exposure. A mathematics background is not required to use 
80 these techniques, as I built this model with no courses in differential equations. As an added benefit, PhD students with modeling experience are better prepared for jobs in the pharmaceutical industry. Industry groups appreciate pharmacokinetics more than their academic counterparts; as an example, Brandish et al. consider steroid permeability in their drug design, while Graversen et al. do not.99,101 Academic drug development would clearly profit from integrating more pharmacokinetics techniques into its process. This requires more accessible tools for multiscale pharmacokinetics models. The development of better-quality software packages could be an easy first step. Most tools either struggle with many chemical species or handle compartment volumes incorrectly. A database with accurate values of common pharmacokinetics constants would be more challenging to build, but also more rewarding. It could help academic groups embarking on new projects, particularly those unfamiliar with the animal experiments needed to measure these parameters. With these tools, any biochemistry student could make a multiscale kinetic model to better understand their drug delivery system of choice. 
I have been incredibly fortunate to work in the collaborative environments of the Harvard 
Systems Biology department, the Laboratory of Systems Pharmacology, and the Chemical 
Biology PhD program. Their infrastructure allowed me to integrate biology, chemistry, and programming methods to address these problems in steroid drugs. While I have grown very fond of steroids, they are not the only class of molecules that could benefit from biosynthetic and pharmacokinetic approaches. I look forward to seeing how future interdisciplinary students apply this arsenal of techniques to other therapeutics at Harvard and beyond. 
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Figure S1. Extracted ion chromatograms (EICs) of steroid products and standards used in the quantification reported in Table S1. In each graph, the black trace is from a standard, while the red trace is from an extract of cells transiently expressing an enzyme and supplied with a substrate. The blue trace is from an extract of cells transiently expressing a fluorescent reporter instead of an enzyme, but supplied with the same substrate. A) EIC of 299.2 Da ions, + corresponding to the [M+H-H2O] ion of 1. B) EIC of 297.22 Da ions, corresponding to the + + [M+H-2H2O] ion of 2. C) EIC of 331.23 Da ions, corresponding to the [M+H] ion of 7. D) EIC of 303.20 Da ions, corresponding to the [M+H]+ ion of 10. E) EIC of 315.2 Da ions, corresponding to the [M+H]+ ion of 12. F) EIC of 313.21 Da ions, corresponding to the [M+H]+ ion of 13. G) EIC of 391.28 Da ions, corresponding to the [M]- ion of 15. H) EIC of 367.3 Da + ions, corresponding to the [M+H-2H2O] ion of 16. I) EIC of 331.23 Da ions, corresponding to + + the [M+H] ion of 17. J) EIC of 385.2 Da ions, corresponding to the [M+H-H2O] ion of 18. K) + EIC of 385.2 Da ions, corresponding to the [M+H-H2O] ion of 19. L) EIC of 317.2 Da ions, corresponding to the [M+H]+ ion of 20. M) EIC of 287.2 Da ions, corresponding to the [M+H]+ ion of 22. 
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Figure S1 (Continued). 
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Figure S1 (Continued). 
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Table S1. Standard curve construction for steroid quantification. Linear regressions were used to calculate the relationship between concentration and peak area for each molecule. These were used to calculate the amount of product in cell culture extracts. Equations are of the form a*(concentration) + b = peak area or a*(concentration)2 + b*(concentration) + c = peak area. 
+ Molecule: 1 m/z [M+H-H2O] : 299.2 RT: 4.3 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 5 2431 a 233.02 CYP11A1_1 393940 1685 20 5783 b 123.99 CYP11A1_2 354625 1517 100 24498 2 330552 1413 R 0.99997 CYP11A1_2 500 117871 Control_1 N.D. N.D. Control_2 N.D. N.D. Control_3 N.D. N.D. 
 m/z Σ([M+H]+, [M+H- Σ(333.24, + + Molecule: 2 H2O] , [M+H-2H2O] ) : 315.23, 297.22) RT: 3.4 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 10 16658950 a 1677380 CYP7B1_1 dil* 5477487 3.1 5 9195007 b 223969 CYP7B1_2 dil* 5604191 3.2 2 2.8 1 2334576 R 0.9969 CYP7B1_3 dil* 4914167 0.5 1163717 Control_1 621646 0.24 0.1 223134 Control_2 507744 0.17 0 24715 Control_3 479499 0.15 
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Table S1 (Continued). 
Molecule: 7 m/z [M+H]+: 331.23 RT: 3.5 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 0 3477 a 3163750 CYP154C3_1 105413 31 0 4137 b 8598 CYP154C3_2 119161 35 10 2 32 39524 R 0.999927 CYP154C3_3 110917 50 165886 Control_1 17767 2.9 100 325295 Control_2 14694 1.9 500 1612174 Control_3 15730 2.3 1000 3161516 
Molecule: 10 m/z [M+H]+: 303.20 RT: 3.2 min 
Standard Calculated Conc. Peak Sample Conc. (ng/mL) Area Param. Value Name Peak Area (ng/mL) Enzyme Curve Enzyme Curve CpdB_1 dil* 11278897 2.2 5 24540422 a 4817780 CpdB_2 dil* 13463995 2.7 1 6553987 b 684938 CpdB_3 dil* 14887658 2.9 2 0.5 3417817 R 0.99526 0.1 705753 Control Curve Control_1 120252 0.02 0 4083 a 3999030 Control_2 73614 0.01 Control Curve b 22852 Control_3 441322 0.10 2 1 3989516 R 0.99929 0.5 2101268 0.1 422434 0.05 265399 0.01 41395 0 1827 0 14322 
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Table S1 (Continued). 
Molecule: 12 m/z [M+H]+: 315.2 RT: 3.7 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) † 5 54573 a -3.1985 HSD3B7_1 dil 38568 2.8 † 20 140818 b 6540.9 HSD3B7_2 dil 43039 3.5 † 100 650642 c 20139 HSD3B7_3 dil 50824 4.7 † 500 2489639 Weight 1/x Control_1 dil 38507 2.8 2 † 44858 3.8 R 0.99965 Control_2 dil † Control_3 dil 64496 6.8 
Molecule: 13 m/z [M+H]+: 313.21 RT: 6.6 min 
Standard Calculated Conc. Peak Conc. (ng/mL) Area Param. Value Sample Name Peak Area (ng/mL) Enzyme Curve Enzyme Curve Δ1-KSTD2_1 6335700 1168 100 765274 a 4803.5 Δ1-KSTD2_2 5245124 941 500 3675985 b 726938 Δ1-KSTD2_3 6183075 1136 2 750 4907704 R 0.9936 1000 6309987 Control Curve Control_1 150780 12.1 2500 13285317 a 8497.1 Control_2 134751 10.3 5000 24181333 b 47550 Control_3 154921 12.6 2 0 2241 R 0.9991 0 2480 Control Curve 100 895559 10 149164 1 59459 0.01 44899 0.1 46806 0 33522 
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Table S1 (Continued). 
Molecule: 15 m/z [M]-: 391.28 RT: 3.2 min 
Standard Calc. Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) † 20 3.620E+07 a -115.986 CYP4A21_1 dil 4.767E08 437.48 † 100 1.170E+08 b 1110570 CYP4A21_2 dil 2.319E08 201.24 † 500 5.457E+08 c 13072500 CYP4A21_3 dil 3.426E08 306.57 † 2000 1.769E+09 Weight 1/x Control_1 dil N.D. N.D. 2 † R 0.9998 Control_2 dil 3.43E08 1.87 † Control_3 dil N.D. N.D. 
+ Molecule: 16 m/z [M+H-2H2O] : 367.34 RT: 5.5 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) † Enzyme Curve Enzyme Curve CYP46A1_1 dil 12496 76 † 20 5251 a -0.04688 CYP46A1_2 dil 9561 53 † 100 16072 b 132.68 CYP46A1_3 dil 11586 69 500 56470 c 2703.3 † 1000 88875 Weight 1/x Control_1 dil N.D. N.D. 2 † Control Curve R 0.99957 Control_2 dil N.D. N.D. † 20 1327 Control Curve Control_3 dil N.D. N.D. 100 2290 -5.586E- a 04 2000 24941 b 13.029 10000 75474 c 1054.8 Weight 1/x 2 R 0.99994 
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Table S1 (Continued). 
Molecule: 17 m/z [M+H]+: 331.23 RT: 3.9 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 10 93710 a 7750620 CYP11B1_1 1008806 119 50 541265 b 85601 CYP11B1_2 1304978 157 50 2 171 460129 R 0.9984 CYP11B1_3 1410937 100 883652 Control_1 1063593 126 500 3952188 Control_2 1209550 145 Control_3 838570 97 
+ Molecule: 18 m/z [M+H-2H2O] : 367.34 RT: 9.9 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 5 1750 a 220.3 Control_1 14598 62.4 20 5694 b 863.2 Control_2 9392 38.7 50 11358 Weight 1/x Control_3 11488 48.2 2 200 43733 R 0.9959 CH25H_1 20973 91.3 500 115384 CH25H_2 22182 96.8 1000 227498 CH25H_3 20366 88.5 
+ Molecule: 19 m/z [M+H-2H2O] : 367.34 RT: 10.1 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 5 16172 a 3638.15 CYP7A1_1 223751 63 20 67430 b -3465.15 CYP7A1_2 205123 57 50 150172 Weight 1/x CYP7A1_3 210350 59 2 200 761017 R 0.986 Control_1 23798 7 500 1273335 Control_2 6070 3 Control_3 25150 8 
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Table S1 (Continued). 
Molecule: 20 m/z [M+H]+: 317.2 RT: 4.7 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 20 5321 a -0.015293 AKR1D1_1 6734 34 100 13312 b 103.87 AKR1D1_2 8510 51 500 51495 c 3226.1 AKR1D1_3 6510 32 2000 149765 Weight 1/x Control_1 6913 36 2 8629 52 R 0.999979 Control_2 Control_3 6222 29 
Molecule: 22 m/z [M+H]+: 287.2 RT: 1.9 min 
Standard Calculated Conc. Peak Peak Conc. (ng/mL) Area Param. Value Sample Name Area (ng/mL) 20 6439 a -0.003586 CYP3A4_1 4625 6.2 100 13589 b 112.46 CYP3A4_2 4631 6.2 500 60541 c 3932.0 CYP3A4_3 4592 5.9 2000 214585 Weight 1/x Control_1 N.D. N.D. 2 N.D. N.D. 10000 769799 R 0.99964 Control_2 Control_3 N.D. N.D. 
*1:10 dilution of sample before measurement †1:1 dilution of sample before measurement 
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Table S2. Calculations for volumes, surface areas, initial amounts, and select rate constants used in the ODE model for glucocorticoid-binding fusion protein pharmacokinetics. Replacement of a source with equations indicate the ID letters of the relevant constants. References to ‘k’ numbers indicate a rate constant or set of constants that can take multiple values due to variation in inputs; this avoids showing repetitive arithmetic. All of the final ‘k’ values are in main text Table 4.2. 
ID Parameter Value Units Source A Number of granulocytes in 4.55E+10 cells Athens 1961209 human body B Number of lymphocytes in 4.60E+11 cells Trepel 1974210 human body C Number of monocytes in 4.40E+09 cells Vander 2001211 and Alberts human body 2002204; assuming half of total population is in the blood D Volume of single granulocyte 300 µm3 Ting-Beall 1993192 E Volume of single lymphocyte 210 µm3 Segel 1981193 F Volume of single monocyte 240 µm3 Schmid-Schonbein 1980194 G Fraction of granulocyte volume 0.627 Schmid-Schonbein 1980194 in the cytoplasm H Fraction of lymphocyte volume 0.516 Schmid-Schonbein 1980194 in the cytoplasm I Fraction of monocyte volume 0.681 Schmid-Schonbein 1980194 in the cytoplasm J Total leukocyte cytoplasm 5.91E-02 L ((A*D*G)+(B*E*H)+(C*F*I)) volume in body *1E-15 K Endosome volume of single 6.435 µm3 Corlier 2015195 granulocyte L Endosome volume of single 6.435 µm3 Corlier 2015195 lymphocyte M Endosome volume of single 10 µm3 Sarkar 2003196 monocyte N Total leukocyte endosome 3.30E-03 L ((A*K)+(B*L)+(C*M))*1E-15 volume in body O Surface area of a single 300 µm2 Schmid-Schonbein 1980194 granulocyte P Surface area of a single 250 µm2 Schmid-Schonbein 1980194 lymphocyte Q Surface area of a single 450 µm2 Schmid-Schonbein 1980194 monocyte R Total leukocyte plasma 1.31E+04 dm2 ((A*O)+(B*P)+(C*Q))*1E-10 membrane surface area in body S Ratio of plasma membrane 0.3 Yogurtcu 2018197 (estimate) surface area of leukocyte to endosome surface area T Total leukocyte endosome 3.92E+03 dm2 R*S surface area in body 
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Table S2 (Continued). ID Parameter Value Units Source U Apparent permeability 2.10E-09 dm*sec-1 Brandish 2018101 coefficient for fluticasone propionate in lymphocytes V Diffusion rate formula for See k08, sec-1 U*surface area fluticasone propionate k28, k38, *destination compart vol k48, k09, and k29 W Formula for receptor See k25 sec-1 Internalization rate*(R/T) externalization rate (assuming constant total amount on surface and endosome) X Number of glucocorticoid 1.30E+04 molecules Biggin 2011201 receptors in a single macrophage Y Concentration of glucocorticoid 8.99E-08 M (X*1E15)/(F*6.022E23) receptors in leukocyte cytoplasm Z Number of CD45 receptors on a 1.00E+05 molecules Peyron 1991198, Bausch-Fluck single cell from a leukocyte cell 2015199, Matthews 1991212 line α CD45 receptors per um^2 of 3.33E+02 molecules Z/D membrane *um-2 β Concentration of CD45 3.99E-09 M (α*1E10*R)/(6.022E23*18) receptors in blood γ Concentration of CD45 6.54E-06 M (α*1E10*T)/(6.022E23*N) receptors in endosome 
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1 Figure S2. H NMR spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 500 MHz). 109
1 Figure S3. H NMR spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3 OD, 500 MHz). 110
13 Figure S4. C NMR spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 125 MHz). 111
1 13 Figure S5. H- C HSQC spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 500 MHz). 112
1 13 Figure S6. H- C HMBC spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 500 MHz). 113
1 1 Figure S7. H- H COSY spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 500 MHz). 114
1 1 Figure S8. H- H ROESY spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 500 MHz). 115
1 1 Figure S9. H- H TOCSY spectrum of 7α,17α-dihydroxypregnenolone (compound 4) (CD3OD, 500 MHz). 116
1 Figure S10. H NMR spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 500 MHz). 117
13 Figure S11. C NMR spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 125 MHz). 118
1 13 Figure S12. H- C HSQC spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 500 MHz). 119
1 13 Figure S13. H- C HMBC spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 500 MHz). 120
1 1 Figure S14. H- H COSY spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 500 MHz). 121
1 1 Figure S15. H- H ROESY spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 500 MHz). 122
1 1 Figure S16. H- H TOCSY spectrum of 7β,17α-dihydroxypregnenolone (compound 5) (CD3OD, 500 MHz). 123
1 Figure S17. H NMR spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). 124
1 Figure S18. H NMR spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). 125
13 Figure S19. C NMR spectrum of 11 α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 125 MHz). 126
1 13 Figure S20. H- C HSQC spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). 127
1 13 Figure S21. H- C HMBC spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). 128
1 1 Figure S22. H- H COSY spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). 129
1 1 Figure S23. H- H ROESY spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). 130
1 1 Figure S24. H- H TOCSY spectrum of 11α,16α-dihydroxyprogesterone (compound 8) (CD3OD, 500 MHz). Supplemental File Index 
Three items accompany this thesis in the file “Spady_2019_Supplemental.zip”. 
“CYP7B1_Model_Components”: Directory containing model structures of apo-enzyme 
CYP7B1, heme, and substrate structures used in Chapter 3. Files are in .pdb format. 
“CYP7B1_Substrate_Binding_Modes”: Directory containing the four final CYP7B1 binding modes for steroid substrates 1, 3, and 7, as discussed in Chapter 3. Files are in .pdb format. 
“SteroidProteinPKModel.R”: Code for generating a pharmacokinetic model of a steroid-binding antibody fusion protein, as discussed in Chapter 4. The file is an R script that requires the dMod package. 
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